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Chapter 1

Basics of Python

In this section, we will explore the foundational aspects of Python programming, providing you with
the essential tools and understanding to build more complex applications. Mastering these basics is
crucial, even if you have prior experience, as they form the backbone of writing efficient, readable,
and scalable code. We will cover fundamental topics such as the basic usage of Python, various data
types and their significance, crafting expressions, and leveraging control structures to guide program flow.
Additionally, we will dive into defining functions for modular programming, creating and utilizing classes
for object-oriented design, and exploring Python’s robust data structures such as lists, dictionaries, and
tuples. Each concept will be presented with practical examples to highlight its importance in real-world
scenarios, ensuring you develop a strong foundation for advanced topics. Even if you are familiar with
Python, revisiting these core concepts can enhance your fluency and confidence in programming.
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1.1 Installing Python

Before diving into Python programming, we need to set up a reliable development environment. In this
section, we will guide you through installing Python using the Anaconda distribution, which includes
essential tools like Spyder and Jupyter Notebook. While both tools are useful, we will primarily use
Jupyter Notebook in this book due to its interactivity and versatility.

1.1.1 Why Use Anaconda?

Anaconda is a popular Python distribution that simplifies the installation and management of Python
and its libraries. It is particularly well-suited for data analysis, scientific computing, and education. Key
reasons to use Anaconda include:

e Pre-Packaged Environment: Anaconda includes Python and many popular libraries (e.g.,
NumPy, pandas, Matplotlib) out of the box.

e Integrated Tools: Comes with Jupyter Notebook and Spyder, which are powerful tools for writ-
ing, testing, and debugging Python code.

e Easy Package Management: The conda package manager makes it simple to install, update,
and manage libraries.

e Cross-Platform Compatibility: Anaconda works on Windows, macOS, and Linux, ensuring
consistency regardless of your operating system.

1.1.2 Steps to Install Anaconda

Follow these steps to install Anaconda and set up Python:

1. Download Anaconda:

e Go to the official website: https://www.anaconda.com/.

e Click Download and select the version suitable for your operating system (Windows, macOS,
or Linux).

e Choose the Python 3.x version, as this is the current and recommended version.
2. Run the Installer:

e Open the downloaded installer file and follow the on-screen instructions.
e On Windows, you may need to grant administrator privileges.

e During installation, keep the default settings unless you have specific requirements.
3. Verify the Installation:

e Open a terminal (or command prompt) and type:

conda --version

e If installed correctly, this command will display the Conda version.

1.1.3 Introducing Jupyter Notebook and Spyder

Once Anaconda is installed, you can access its tools to write and run Python code. In this book, we
will primarily use Jupyter Notebook because of its interactive features. However, it is also helpful to
understand Spyder, which serves as a powerful Python IDE.
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e Jupyter Notebook: Jupyter Notebook is an interactive environment for writing and running
Python code. It is particularly useful for learning Python, as it allows you to combine code, text,
and visualizations in a single document.

e Spyder: Spyder is an Integrated Development Environment (IDE) tailored for scientific computing.
It provides features like a code editor, interactive console, and variable explorer, making it ideal
for debugging and larger projects.

1.1.4 Launching Jupyter Notebook and Spyder
To launch these tools, follow these steps:

1. Open Anaconda Navigator from your applications or start menu.
2. In the Navigator dashboard, locate the Jupyter Notebook and Spyder tiles.

3. Click Launch to start the tool of your choice.

1.1.5 Testing Your Setup with Jupyter Notebook

To verify that your Python environment is ready, use Jupyter Notebook to run a simple Python script.
Follow these steps:

1. Open Jupyter Notebook from Anaconda Navigator. This will launch a web-based interface in your
default browser.

2. In the Jupyter dashboard, navigate to a folder where you want to save your work.

3. Click New > Python 3 (ipykernel) to create a new notebook.

4. In the code cell, type the following script and run it by pressing Shift + Enter.

1 # Test script in Jupyter Notebook
> print( )

The output should look like this:

’ Welcome to Jupyter Notebook!

1.2 Basic Operations in Python

Python supports a variety of basic arithmetic operations, including addition, subtraction, multiplication,
division, integer division, modulus, and exponentiation. Let’s explore these operations with examples
and brief explanations.

1.2.1 Addition and Subtraction

Addition (+) adds two numbers, while subtraction (-) finds the difference.

Example Code:

1 # Addition and Subtraction
2 print (10 + 5) # Addition
print (15 - 7) # Subtraction

Output:
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Explanation: The + operator adds numbers, and - subtracts one number from another.

1.2.2 Multiplication and Division

Multiplication uses *, and division uses /.

Example Code:

1 # Multiplication and Division
> print(6 * 3) # Multiplication
3 print (14 / 4) # Division

Output:

18
3.5

Explanation: Division (/) always returns a floating-point number, even when the result is exact.

1.2.3 Integer Division and Modulus

Integer division (//) discards the fractional part, and modulus (%) gives the remainder.

Example Code:

1 # Integer Division and Modulus
> print(14 // 4) # Integer Division
3 print (14 % 4) # Modulus

Output:

3
2

Explanation: // gives the quotient without decimals, while % returns the remainder.

1.2.4 Exponentiation

Exponentiation (**) raises one number to the power of another.

Example Code:

1 # Exzpomnentiation
2 print (2 **x 3) # 2 raised to the power of 3
3 print (10 *x 5) # 10 raised to the power of 5

Output:

8
100000

Explanation: ** computes repeated multiplication (e.g., 2 ** 3 = 2 x 2 x 2).
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1.2.5 Operator Precedence

When multiple operators are combined, Python evaluates them in the following order:

1. Parentheses ()

2. Exponentiation (**)

w

. Multiplication (*), Division (/, //), and Modulus (%)

>

. Addition (+) and Subtraction (-)

Example Code:

1 # Operator Precedence
> print(6 + 2 * 3 *xx 2 - 8 // 4)
3 print((5 + 2) * (3 **x 2 - 8) // 4) # Using parentheses

Output:

23
3

Explanation: Without parentheses, Python follows precedence rules. Parentheses override the default
order.

1.3 Data Types in Python

Python supports various data types that define the nature of the data you can work with. The most
common data types include integers, floating-point numbers, strings, and booleans. Let’s explore these
data types with examples.

1.3.1 Integer (int)

Integers are whole numbers, both positive and negative, without any decimal point.

Example Code:

1 # Exzamples of integers

> print (42)

3 print(-15)

. print(type(42)) # Check the type
5 print(type(-15)) # Check the type

Output:

42
-15
<class ’int’>
<class ’int’>

Explanation: Numbers like 42 and -15 are of type int, representing whole numbers.

1.3.2 Floating-Point Numbers (float)

Floating-point numbers, or float, represent real numbers with decimal points.

Example Code:
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1 # Exzamples of floats

2> print(3.14)

3 print (-0.001)

. print(type(3.14)) # Check the type

5 print(type(-0.001)) # Check the type

Output:

3.14

-0.001

<class ’float’>
<class ’float’>

Explanation: Numbers like 3.14 and -0.001 are floating-point numbers, identified as type float.

1.3.3 String (str)

Strings represent text and are enclosed in single (> ?) or double (" ") quotes.

Example Code:

1 # Ezamples of strings
> print( )
3 print( )
4+ print (type( )) # Check the type
5 print (type( )) # Check the type
Output:
Alice
Hello, World!
<class ’str’>
<class ’str’>

Explanation: Strings can include letters, spaces, numbers, or symbols and are always enclosed in quotes.

1.3.4 Boolean (bool)

Booleans represent logical values, either True or False.

Example Code:

1 # Exzamples of booleans

2> print(True)

3 print(False)

1+ print(type(True)) # Check the type
print (type(False)) # Check the type

Output:

True

False

<class ’bool’>
<class ’bool’>

Explanation: True and False are boolean values, typically used for logical conditions.

1.3.5 Type Conversion

Python allows converting one data type into another using built-in functions like int (), float (), str(),

and bool().
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Example Code:

1 # Type conversion exzamples

2 print(int(3.9)) # Convert float to int
3 print(float(42)) # Convert int to float
i print(str(42)) # Convert int to string
5 print(bool (1)) # Convert 1 to boolean

6 print(bool(0)) # Convert 0 to boolean

Output:

3
42.0
42
True
False

Explanation: - int () truncates a float to its integer part. - float () converts an integer to a floating-
point number. - str() converts any data type to a string. - bool() converts O to False and non-zero
values to True.

1.4 Advanced Python Functions

Python provides several built-in functions that perform advanced operations directly on data. These
functions simplify programming by handling common tasks like finding absolute values, maximum or
minimum values, rounding numbers, and more.

1.4.1 abs(): Absolute Value

The abs () function returns the absolute (non-negative) value of a number.

Example Code:

1 # Absolute wvalue
2> print(abs(-10))
3 print(abs(3.5))

Output:

10
3.5

Explanation: abs() converts negative numbers to their positive equivalent, while positive numbers and
zero remain unchanged.

1.4.2 max() and min(): Maximum and Minimum Values

The max() function returns the largest value, while min() returns the smallest value from a set of
numbers.

Example Code:

1 # Maxzimum and Minimum values
2 print(max (10, 20, 5))
print (min (10, 20, 5))

Output:

20
5
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Explanation: max() identifies the largest number, and min() identifies the smallest number from the
provided arguments.

1.4.3 round(): Rounding Numbers

The round () function rounds a floating-point number to the nearest integer or specified decimal places.

Example Code:

1 # Rounding numbers
2 print(round (3.14159)) # Default: round to nearest integer
3 print(round(3.14159, 2)) # Round to 2 decimal places

Output:

3
3.14

Explanation: - round () without a second argument rounds to the nearest whole number. - The optional
second argument specifies the number of decimal places.

1.4.4 pow(): Exponentiation

The pow() function calculates the result of raising one number to the power of another.

Example Code:

1 # Ezponentiation using pow()
2> print(pow(2, 3)) # 2 raised to the power of 3
3 print(pow(10, 4)) # 10 raised to the power of 4

Output:

8
10000

Explanation: pow(x, y) computes x raised to the power of y, equivalent to x ** y.

1.4.5 sum(): Sum of Elements

The sum() function calculates the total of a list or other iterable.

Example Code:

1 # Sum of numbers
> print(sum([1, 2, 3, 4, 5]1)) # Sum of a list
print (sum((10, 20, 30))) # Sum of a tuple

Output:

15
60

Explanation: sum() adds all elements in the iterable (e.g., a list or tuple).

1.4.6 1len(): Length of an Object

The 1len() function returns the number of elements in an object, such as a list, string, or tuple.

Example Code:
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1 # Length of objects

2> print(len( )) # Length of a string
3 print(len([1, 2, 3, 4]1)) # Length of a list

. print(len((10, 20, 30))) # Length of a tuple

Output:

5
4
3

Explanation: - len() counts the number of characters in a string or the number of elements in a list
or tuple.

1.4.7 sorted(): Sorting Elements

The sorted() function sorts elements in ascending or descending order.

Example Code:

1 # Sorting elements
> print(sorted([5, 2, 9, 11)) # Ascending order
print (sorted ([5, 2, 9, 1], reverse=True)) # Descending order

Output:

[1, 2, 5, 9]
9, 5, 2, 1]

Explanation: - By default, sorted() arranges elements in ascending order. - Setting reverse=True
sorts elements in descending order.

1.5 Variable Assignments in Python

Variables allow you to store data in memory and reuse it throughout your program. In Python, assigning
a value to a variable is straightforward, using the = operator. This section introduces how to assign values
to variables, the rules for naming them, and practical examples.

1.5.1 Basic Variable Assignment

To assign a value to a variable, use the syntax:
variable name = value

The variable on the left side of the = operator is given the value on the right side.

Example Code:

1 # Bastic variable assignments
2 x = 10

y = 3.14
. message =

6 print( , X)
7 print( 2.
s print( , message)

Output:
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x: 10
y: 3.14
message: Hello, Python!

Explanation: - x is assigned the integer value 10. - y is assigned the floating-point value 3.14. -
message is assigned the string value "Hello, Python!". - Once assigned, these variables can be reused
multiple times.

1.5.2 Multiple Assignments

Python allows assigning values to multiple variables in a single line.

Example Code:

1 # Assign multiple wvariables in one line
2 a, b, ¢ =5, 7.5,
i print( , a)
5 print( » b)
6 print( , ¢©)
Output:
a: 5
b: 7.5
c: Python

Explanation: - The values 5, 7.5, and "Python" are assigned to a, b, and c, respectively. - This feature
improves readability and conciseness when initializing multiple variables.

1.5.3 Reassigning Variables

A variable can be reassigned to hold a new value at any time.

Example Code:

1 # Reassigning wvartables
2 x = 10
print ( , X)
1
5 x = 20
6 print( , X)

Output:

Original x: 10
Reassigned x: 20

Explanation: Variables in Python are mutable, meaning their values can change throughout the pro-
gram.

1.5.4 Rules for Naming Variables
When naming variables in Python, follow these rules:

e Variable names can include letters, numbers, and underscores (_).
e They cannot start with a number (e.g., 1var is invalid).

e Variable names are case-sensitive (age and Age are different).
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e Avoid using reserved keywords like for, if, and while.

Example Code:

1 # Valid wvariable names
2 name =

_age = 25
i birth_year = 1998

6 # Invalid variable name (uncomment to test)
7 # 1st_place = "Golad"

Output:

Valid variable names will run without errors.
Invalid ones will cause a SyntaxError.

1.5.5 Swapping Variables

Python allows you to swap the values of two variables in a single line.

Example Code:

# Swapping wvariables
x, y =5, 10
print ( , X, ;)

N N

X, ¥y =79, X
¢ print( » X, 2

Output:

Before swap: x = 5
After swap: x = 10 ,

Explanation: This shorthand for swapping variables eliminates the need for temporary storage.

1.5.6 Deleting Variables

You can delete a variable using the del keyword.

Example Code:

1 # Deleting a wariable
2 x = 42
print ( , X)

5 del x
6 # Uncommenting the next line will cause an error
7 # print(z)

Output:

x before deletion: 42
NameError: name ’x’ is not defined (if trying to access deleted variable)

Explanation: The del keyword removes the variable, freeing the memory it occupied.
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1.6 Control Statements in Python

Control statements are essential for determining the flow of a program. They include conditional execu-
tion with if-else, loops like for and while for repetition, and error handling with try-except. This
section explains these concepts with detailed examples and outputs.

1.6.1 if-else Statements: Conditional Execution

The if-else statement allows a program to execute different blocks of code depending on whether a
condition is true or false. Python also supports elif (short for ”else if”) to check multiple conditions
sequentially.

Example Code:

1 # Conditional ezxzecution with if-else
2 temperature = 25

3 if temperature > 30:

A print ( )

5 elif temperature > 20:

6 print( )

7 else:

8 print ( )
Output:

It’s warm.

Explanation: The condition temperature > 30 is checked first, and since it is False, the program
evaluates temperature > 20. This condition is True, so it prints "It’s warm.".

1.6.2 for Loops: Iterating Over Items

A for loop is used to iterate over elements in a sequence, such as a list, tuple, or string. This is useful
for processing multiple items without writing repetitive code.

Example Code:

1 # Iterating over a list

> numbers = [1, 2, 3, 4, 5]

;3 for num in numbers:

A print( , num)

6 # Iterating over a string
7 for letter in :
8 print ( , letter)

Output:

Processing number:
Processing number:
Processing number:
Processing number:
Processing number:
Current letter: P
Current letter:
Current letter:
Current letter:
Current letter:
Current letter:

O W N

B o P o<

Explanation: In the first example, each number in the list is processed one by one. In the second
example, the loop iterates through each character in the string "Python", demonstrating how loops work
with different data types.
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1.6.3 while Loops: Repeating While a Condition is True

A while loop continues to execute a block of code as long as a given condition remains true. This is
particularly useful when the number of iterations is not predetermined.

Example Code:

1 # Using a while loop

2 counter = 1

3 while counter <= 3:

4 print ( , counter)
5 counter += 1

Output:

Counter: 1
Counter: 2
Counter: 3

Explanation: The loop starts with counter = 1. After each iteration, counter increases by 1. When
counter becomes greater than 3, the loop stops.

1.6.4 break and continue: Controlling Loop Execution

The break statement exits a loop prematurely, while the continue statement skips the current iteration
and moves to the next one.

Example Code:

1 # Using break and continue

> for i imn range (1, 10):

3 if i ==

] break # Exzit the loop when 7 equals &5
5 if i % 2 ==

6 continue # Skip even numbers

7 print ( , 1)

Output:

0dd number: 1
0dd number: 3

Explanation: The loop stops entirely when i == 5 due to the break statement. The continue state-
ment skips even numbers, ensuring only odd numbers are printed.

1.6.5 try-except: Handling Errors Gracefully

Errors, if unhandled, can crash a program. Python’s try-except block allows you to catch and handle
errors, enabling the program to continue running.

Example Code:

1 # Handling errors with try-exzcept

2 try:
3 result = 10 / O
| print ( , result)
except ZeroDivisionError:
6 print ( )
Output:

Cannot divide by zero!
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Explanation: When the code inside the try block attempts to divide by zero, a ZeroDivisionError
occurs. The except block catches this error and prints an appropriate message instead of crashing.

1.6.6 Combining Control Statements

Control statements can be combined to create more complex and flexible logic.

Example Code:

1 # Combining if-else with loops

> numbers = [, -3, 0, 7, -1]
for num in numbers:

| if num > O:

5 print (num, )
6 elif num < O:

7 print (num, )
8 else:

9 print (num, )

Output:

5 is positive

-3 is negative
0 is zero

7 is positive

-1 is negative

Explanation: Each number is checked for its sign using if-elif-else inside a loop, and the result is
printed for each case.

1.7 Functions in Python

Functions are reusable blocks of code that perform a specific task. They allow you to organize your
program, reduce repetition, and improve readability. In Python, you define a function using the def
keyword, followed by the function name and a set of parentheses that may contain parameters. After
defining a function, you can call it as many times as needed by using its name.

Functions are especially useful in climate informatics for tasks such as analyzing temperature trends,
calculating averages, or processing climate data. By encapsulating logic into functions, you make your
code modular, reusable, and easier to debug.

This section explores:

e How to define and call functions.

e Passing parameters and using arguments.

Returning values from functions.

Default arguments for flexibility.

Keyword arguments for clarity.

1.7.1 Defining and Calling Functions

A function in Python is defined using the def keyword. The function name should describe its purpose,
making your code easier to understand. Functions may take input (parameters) and optionally return
output using the return keyword.

Example Code:
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1 # Function to calculate the heat indez
2> def calculate_heat_index (temperature, humidity):
return temperature + (0.5555 * (6.11 * humidity / 100 - 10))

5 # Call the function

6 print( , calculate_heat_index (30, 70))
7 print( , calculate_heat_index (35, 80))
Output:

Heat Index: 32.8885
Heat Index: 39.5555

Explanation: - The calculate_heat_index () function calculates the heat index based on temperature
and humidity using a simple formula. - It takes two parameters, temperature and humidity, and returns
the computed heat index. - This function can be reused with different inputs, illustrating how functions
simplify repetitive calculations.

1.7.2 Using Parameters and Arguments

Parameters are placeholders in the function definition that receive values when the function is called. Ar-
guments are the actual values provided during the function call. Using parameters makes your functions
dynamic and adaptable to various inputs.

Example Code:

1 # Function to determine if a temperature is extreme

2 def is_extreme_temperature(temperature, threshold=40):
3 if temperature > threshold:

4 return True

5 return False

7 # Call the function with different arguments

s print( , is_extreme_temperature (45))
9 print( , is_extreme_temperature (35, 30))
Output:

Is 45 C extreme? True
Is 35 C extreme with a threshold of 307 True

Explanation: - The is_extreme_temperature() function takes two parameters: the temperature to
evaluate and an optional threshold. - By using parameters, the function can adapt to different defini-
tions of "extreme” temperatures.

1.7.3 Returning Values from Functions

Some functions perform calculations and return the result to the caller. This allows the caller to use the
result in further computations.

Example Code:

# Function to convert Celsius to Fahrenhett
def celsius_to_fahrenheit(celsius):

1

3 return celsius * 9 / 5 + 32

4

5 # Call the function and use the returned value

¢ print( , celsius_to_fahrenheit (25))
7 print( , celsius_to_fahrenheit (30))

Output:
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25 C in Fahrenheit: 77.0
30 C in Fahrenheit: 86.0

Explanation: - The function celsius_to_fahrenheit() takes a temperature in Celsius as input and
returns the equivalent in Fahrenheit. - The returned values are printed directly, showing how the result
can be used immediately.

1.7.4 Default Arguments

Default arguments allow you to set default values for parameters. These defaults are used if no value is
provided during the function call.

Example Code:

1 # Function to classify temperature range
2> def classify_temperature(temp, unit= )
3 if unit == :

4 if temp < O:

5 return

6 elif temp <= 30:

7 return

8 else:

9 return
10 elif unit == H
11 if temp < 32:

L2 return

13 elif temp <= 86:
L4 return

15 else:

[L6 return

s # Call the function with and without specifying the unit
1o print(classify_temperature(25)) # Default unit Celsius
bo print(classify_temperature (80, unit= ))

Output:

Moderate
Moderate

Explanation: - The classify_temperature() function classifies temperatures into ”Freezing,” ”Mod-
erate,” or ”Hot.” - The default unit is Celsius ("C"), but the unit can be overridden with "F" (Fahrenheit)
during the function call.

1.7.5 Keyword Arguments

Keyword arguments allow you to specify values for specific parameters by name during the function call.
This improves code readability, especially when there are many parameters.

Example Code:

1 # Function to calculate heat stress index
2> def calculate_heat_stress(temp, humidity, wind_speed):
return temp + 0.1 * humidity - 0.2 * wind_speed
1
5 # Call the function using keyword arguments
6 print(calculate_heat_stress(temp=30, humidity=70, wind_speed=5))
7 print(calculate_heat_stress(humidity=80, temp=35, wind_speed=10))

Output:

37.0
39.0
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Explanation: - Using keyword arguments makes it clear which value corresponds to which parameter,
even when the order is changed. - This is especially helpful in functions with many parameters or optional
values.

1.7.6 Summary and Key Points

Functions are essential tools in Python that simplify your programs by dividing them into reusable,
logical components. In climate informatics, functions enable tasks like temperature conversion, data
classification, and complex calculations. Key takeaways include:

e Functions are defined using the def keyword.

e Parameters make functions flexible and adaptable to different inputs.

e The return keyword allows functions to send results back to the caller.

e Default and keyword arguments provide flexibility and improve code readability.

1.8 Classes in Python

Classes are a cornerstone of Python programming, enabling Object-Oriented Programming (OOP). They
allow you to model real-world entities by grouping related data and behaviors into a single blueprint.
Classes are particularly useful when you want to organize large programs or create reusable and modular
components.

In the context of climate informatics, classes can be used to model complex entities such as weather
stations, climate variables, or regions. For example, a class can encapsulate properties like temperature
and humidity and methods to calculate averages or analyze trends.

This section will cover:

Defining classes and creating objects.

Using instance variables to store object-specific data.

Writing methods, including constructors for initialization.

Adding functionality relevant to climate modeling, such as calculating average temperatures or
identifying extreme events.

By understanding classes, you will gain the ability to write reusable, organized, and efficient Python
programs that can handle complex systems like climate data analysis.

1.8.1 Defining Classes and Creating Objects

A class is defined using the class keyword, followed by the class name and a colon. Inside the class,
methods (functions) define the behavior, and attributes (variables) store data. To use a class, you create
an instance of it, known as an object.

Example Code:

1 # Defining a WeatherStation class
2 class WeatherStation:
# Method to report station detatils
4 def report(self):
5 print ( )

7 # Create an object of the WeatherStation class
s station = WeatherStation ()
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9
lo # Call the report method
i1 station.report ()

Output:

This is a weather station.

Explanation: - The WeatherStation class contains a single method, report (), which prints a simple
message. - An object of the class is created using station = WeatherStation(). - The report()
method is called using station.report().

While this example introduces the structure of a class, practical applications often involve attributes and
methods to process data.

1.8.2 Instance Variables and the __init__ Method

The __init__ method, also known as the constructor, initializes instance variables. These variables store
data specific to each object. In climate applications, this could include parameters like temperature,
humidity, or wind speed.

Example Code:

1 # Class to represent a weather station with temperature data
2 class WeatherStation:
# Constructor to initialize location and temperature

1 def __init__(self, location, temperature):
5 self.location = location
6 self.temperature = temperature
8 # Method to display station details
9 def display_info(self):
Lo print (£ )
1 print (£ )

13 # Create objects for different stations
s stationl = WeatherStation( , 25)
5 station2 = WeatherStation ( , 30)
L6

7 # Display tnformation about each station
s stationl.display_info ()

1o station2.display_info ()

Output:

Station Location: Chicago
Temperature: 25 C

Station Location: New York
Temperature: 30 C

Explanation: - The __init__ method initializes the location and temperature attributes for each
WeatherStation object. - Each station object has unique data, reflecting its specific location and
temperature.

Using instance variables allows each object to maintain its own state, making classes ideal for modeling
complex systems.

1.8.3 Adding Behavior with Methods

Methods are functions defined inside a class that operate on its attributes. They define the behavior of
objects and enable interaction with the stored data.

Example Code:
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L5

# Class with a method to check extreme temperatures
class WeatherStation:
# Constructor to initialize location and temperature

def __init__(self, location, temperature):
self.location = location
self .temperature = temperature

# Method to check tf the temperature ts exztreme
def is_extreme_temperature (self):
if self.temperature < -10 or self.temperature > 40:
return True
return False

# Create a station object
station = WeatherStation ( , 45)

# Check for extreme temperature
if station.is_extreme_temperature():
print (£ )
else:
print (£ )

Output:

Warning! Extreme temperature at Phoenix.

Explanation: - The method is_extreme_temperature() checks if the temperature is outside a safe
range. - By encapsulating this logic in a method, it can be reused for different stations without duplicating
code.

1.8.4 Advanced Example: Calculating Average Temperature

Classes can model more complex systems, such as calculating averages for climate data across multiple
stations.

Example Code:

# Class to manage temperature data from multiple weather stations
class WeatherData:
def __init__(self):
self.temperatures = [] # List to store temperatures

# Method to add temperature data
def add_temperature(self, temperature):
self.temperatures.append(temperature)

# Method to calculate the average temperature
def calculate_average (self):
if len(self.temperatures) == 0:
return None # Handle case with no data
return sum(self.temperatures) / len(self.temperatures)

# Create a WeatherData object
data = WeatherData ()

# Add temperatures

data.add_temperature (22)
data.add_temperature (27)
data.add_temperature (30)

# Calculate and display the average temperature
average = data.calculate_average ()
print (£ )

Output:

Average Temperature: 26.33 C
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Explanation: - The WeatherData class stores temperature data in a list and provides methods to
add data and calculate the average. - The method calculate_average() computes the mean value by
summing the temperatures and dividing by the count.

This example demonstrates how classes can manage collections of data and provide methods to perform
meaningful operations.

1.8.5 Summary and Key Points

Classes and objects are powerful tools in Python, allowing you to model real-world systems. By using
classes, you can:

e Encapsulate data and behavior into a single structure.

e Define reusable blueprints for creating objects.

e Simplify complex programs by organizing related functionality into logical units.

1.9 Advanced Data Structures in Python

Data structures are fundamental to storing and organizing data efficiently. In Python, data structures like
lists, dictionaries, and tuples are versatile and widely used. Advanced use cases often involve combining
these structures to create nested data structures, which allow you to represent complex relationships and
hierarchical data.

Nested data structures are particularly useful in climate informatics, where you might need to handle
data from multiple weather stations, represent time-series data, or organize information about regions
and their corresponding climate variables.

This section will cover:

e Nested lists for multidimensional data.
e Nested dictionaries for hierarchical relationships.

e Combining lists and dictionaries for complex data representations.

By understanding and using advanced data structures, you can efficiently handle and manipulate complex
datasets in Python.

1.9.1 Nested Lists: Multidimensional Data

A nested list is a list that contains other lists as its elements. This structure is useful for representing
tabular or grid-like data, such as daily temperature readings for a week.

Example Code:

1 # Nested list to store daily temperatures for a week
> temperatures = [

3 [20, 22, 21, 191, # Monday

1 [21, 23, 22, 20], # Tuesday
5 [19, 20, 18, 17], # Wednesday
6 [22, 24, 23, 21], # Thursday
7 [18, 19, 17, 16], # Friday

8 [20, 21, 19, 18], # Saturday
9 [23, 25, 24, 22] # Sunday
o]

# Access temperatures for Wednesday
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3 wednesday_temps = temperatures [2]

1+ print( , wednesday_temps)

L5

6 # Access specific temperature (e.g., 2nd reading on Friday)
17 friday_temp2 = temperatures [4][1]

s print( , friday_temp2)
Output:

Wednesday’s temperatures: [19, 20, 18, 17]
Second temperature reading on Friday: 19

Explanation: - Each inner list represents the temperatures for a specific day. - Nested lists allow you
to group related data while maintaining the ability to access individual elements using indexing.

1.9.2 Nested Dictionaries: Hierarchical Relationships

Nested dictionaries are used to represent hierarchical data, such as organizing climate variables by region
and station.

Example Code:

1 # Nested dictionary to store climate data

2 climate_data = {

3 : {

1 : { 25, : 60},

5 : { 27, : 65}

6 },

7 : {

8 { 22, : b5},

9 { 24, : 50}

L0 }

i}

[L2

13 # Access temperature for Station 1 in Region A

l+ temp_stationl_regionA = climate_datal 1L 1L ]
15 print( , temp_stationl_regionl)

L6

17 # Access humidity for Station 2 in Region B

s humidity_station2_regionB = climate_datal 1L 1L ]
1o print( , humidity_station2_regionB)
Output:

Temperature at Station 1, Region A: 25
Humidity at Station 2, Region B: 50

Explanation: - The outer dictionary groups data by region, while the inner dictionaries store informa-
tion about stations. - Nested dictionaries provide a clear way to represent hierarchical relationships and
access specific values.

1.9.3 Combining Lists and Dictionaries

Combining lists and dictionaries allows you to handle complex datasets, such as a list of weather stations
where each station’s data is stored in a dictionary.

Example Code:

# List of dictionaries to store weather station data

1

> stations = [

3 { : s : 25, : 60},
4 { : , : 27, : 651},

5 { : s i 22, : 55}
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s # Access data for the first station
9 stationl = stations[0]
o print("First Station Data:", stationl)

2 # Access temperature for the third station
13 station3_temp = stations[2]["temperature"]
l« print("Temperature at Station 3:", station3_temp)

6 # Loop through all stations and display their data

17 for station in statiomns:

I8 print(f"{station[’name’]} - Temp: {station[’temperature’]} C, Humidity:
{station[’humidity’13}%")

Output:

First Station Data: {’name’: ’Station 1’, ’temperature’: 25, ’humidity’: 60}
Temperature at Station 3: 22

Station 1 - Temp: 25 C, Humidity: 60%

Station 2 - Temp: 27 C, Humidity: 65%

Station 3 - Temp: 22 C, Humidity: 55%

Explanation: - The list stations contains dictionaries, each representing a weather station. - This
structure combines the flexibility of lists with the hierarchical representation of dictionaries, making it
ideal for datasets with repeated structures.
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Practice Questions

10.

11.

12.

13.

14.

15.

16.

17.

. Write a Python program to compute the sum of all even numbers from 1 to 10,000. Ensure your

code runs efficiently without explicitly iterating through all the numbers.

Verify the version of NumPy in your Python environment, and write a script to generate a random
array of size 100 x 100, calculate its mean, and standard deviation.

Write a program to calculate the compound interest for an initial investment of $1,000, an annual
interest rate of 5%, and a time period of 10 years using the formula A = P(1 + r).

Create a list of integers from 1 to 1,000 and write a Python program to find all numbers that are
divisible by both 3 and 7.

Compute the following expression using Python:

(15 x 12)

m + 111(100) - \/(ﬂ

Result =

Ensure you import and use the math library for logarithm and square root functions.

Create a Python program that generates a list of random temperatures (in Celsius) for 365 days
and calculates:

e The hottest day (maximum temperature).

e The coldest day (minimum temperature).

e The average temperature of the year.

Write a program that accepts a string from the user, checks if it contains only numeric characters,
and converts it to an integer if valid. If invalid, raise an appropriate error.

. Use the abs() function to compute the distance between two points in a 2D space (z1,y;) and

(22,y2). Accept these coordinates from the user as input.

Write a program that accepts a list of numbers and prints the second largest and second smallest
numbers in the list without sorting it.

Create a Python program that calculates the median of a given list of numbers. Ensure your
solution works efficiently even for large datasets.

Write a script to compute the sum of the squares of the first n positive integers using both a loop
and a formula-based approach. Compare their outputs and execution times for n = 10°.

Create a program that simulates rolling a pair of dice 10,000 times and calculates the probability
of rolling a sum of 7 or 11.

Write a program to read hourly temperature readings for a week (stored as a 2D list), calculate the
daily average temperature, and identify the day with the most significant temperature fluctuation.

Write a program to check if two strings are anagrams of each other. The program should ignore
case and spaces during the comparison.

Use a while loop to generate and print the Fibonacci sequence until the first term exceeds 10,000.

Write a Python program that reads a list of temperatures and replaces any value above 50C with
50 (clamping). The modified list should then be printed.

Define a function calculate_wind_chill (temp, wind_speed) that computes the wind chill index
using the formula:

WCT = 13.12 + 0.6215T — 11.37V%16 1+ 0.3965T1/0-16

where T is the temperature in Celsius and V is the wind speed in km/h.
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18.

19.

20.

Create a function find outliers(data) that accepts a list of numbers and returns all values that
are more than 2 standard deviations away from the mean.

Define a class ClimateData that stores daily temperature and rainfall data. Add methods to:

e (Calculate the average temperature and total rainfall.
e Identify the wettest day and the hottest day.
e Plot temperature trends over a week (you can assume a simple print representation here, as

visualization libraries are excluded at this stage).

Write a program that reads a list of monthly temperature data for a year, determines which months
exceed the annual average temperature, and prints their names.



Chapter 2

Basic Packages in Python

Python’s ecosystem of basic packages provides the foundation for data analysis and computational tasks.
These packages simplify handling numerical data, working with tabular datasets, and creating visualiza-
tions. For beginners and experienced users alike, mastering these essential tools is the first step toward
more advanced applications in Python, including climate informatics. The packages introduced here are
widely used in Python and serve as the building blocks for more specialized libraries. Understanding
their core functionalities will enable you to handle and analyze data efficiently.

29
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2.1 NumPy: Numerical Computing in Python

2.1.1 What is NumPy & Installing NumPy

NumPy (short for Numerical Python) is a fundamental library for numerical computing in Python. It pro-
vides support for large, multi-dimensional arrays and matrices, along with a wide variety of mathematical
operations that can be applied to these structures. Unlike Python’s native data structures such as lists
or dictionaries, NumPy arrays are optimized for numerical calculations, offering superior performance and
memory efficiency.

2.1.1.a Why Use NumPy?

NumPy plays a central role in scientific computing and is a cornerstone for many advanced libraries like
pandas, scipy, and scikit-learn. It is widely used in climate informatics for tasks such as:

e Handling and processing large datasets like global climate model outputs.
e Performing mathematical and statistical operations on multi-dimensional data.

e Efficiently representing and manipulating spatial or temporal data, such as temperature grids or
precipitation time series.

Key Features of NumPy:

e Multi-dimensional array support through the ndarray object.

e Built-in mathematical operations, including linear algebra, Fourier transforms, and random number
generation.

Broadcasting, which simplifies operations on arrays with different shapes.

High performance due to its implementation in C, making it much faster than pure Python loops.

2.1.1.b Installing NumPy

To use NumPy, you need to install it in your Python environment. NumPy can be installed through package
managers such as pip or conda, which are included in most Python installations.

2.1.1.c Installing using Pip

pip is the default package manager for Python. To install NumPy, open your terminal or command
prompt and type:

1 pip install numpy

This command downloads and installs the latest version of NumPy from the Python Package Index (PyPI).

After installation, you can verify it by importing NumPy in a Python session:

i import numpy as np
2 print( , np.__version__)

If no errors occur and the version number is displayed, the installation was successful.
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2.1.1.d Installing using Conda

If you are using the Anaconda distribution, you can install NumPy with the conda package manager. This
method ensures compatibility with other scientific libraries included in Anaconda.

To install NumPy using conda, run the following command:

1 conda install numpy

Once installed, verify the installation by importing and printing the version number as shown above.

2.1.2 Array Basics and Operations

In this chapter, we will explore the core operations that can be performed on NumPy arrays. NumPy
arrays are the building blocks of scientific computing in Python, and understanding how to manipulate
them is crucial for efficient data processing and analysis. We will cover how to index and slice arrays,
perform basic array operations, and understand array broadcasting and its power in optimizing array
calculations.

2.1.2.a Array Basics: Structure and Attributes

As discussed in Chapter 1, a NumPy array is a grid of values that are all of the same type. Each element
in a NumPy array is accessed by an index, and the array itself can have any number of dimensions (1D,
2D, or higher).

To begin, let’s review the most important attributes of a NumPy array: - ndim: The number of dimensions
(axes) of the array. - shape: The dimensions of the array (e.g., (3, 3) for a 3x3 matrix). - size: The
total number of elements in the array. - dtype: The data type of the elements in the array.

We will use the following simple array for examples throughout the chapter:

1 import numpy as np

3 # Create a simple 2D array (matriz)
. array = np.array([[1, 2, 3], [4, 5, 6], [7, 8, 911)

6 # Print basic attridbutes of the array

7 print( , array.ndim)

s print( , array.shape)

o print( , array.size)

o print( , array.dtype)

Number of dimensions: 2

Shape of the array: (3, 3)
Size of the array: 9

Data type of the array: int64

Explanation: - The array is 2-dimensional (ndim = 2). - It has 3 rows and 3 columns (shape = (3,
3)), and the total number of elements is 9 (size = 9). - The data type is int64 because the array
contains integer values.

2.1.2.b Indexing and Slicing Arrays

NumPy arrays can be indexed and sliced in much the same way as Python lists, but they also support
multi-dimensional slicing.

2.1.2.c Indexing in 1D Arrays

In a 1-dimensional array, elements can be accessed using simple indices.
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1 # Create a 1D array
2 arrayld = np.array([10, 20, 30, 40, 50])

1 # Accessing elements by index
5 print( , arrayld[0]) # Indezing starts at O
6 print( , arrayld[-1]) # Negative tindex for reverse access

First element: 10
Last element: 50

Explanation: - The first element of the array is accessed using array1d[0]. - The last element can be
accessed using negative indexing arrayid[-1].

2.1.2.d Slicing 1D Arrays

You can extract a portion of a 1D array using slicing.  The general syntax for slicing is
array[start:stop:step].

1 # Slicing a 1D array
2 slice_array = arrayld[1:4] # Eztract elements from indexr 1 to 3 (stop %s ezclusive)
print ( , slice_array)

’ Sliced array: [20 30 40]

Explanation: - The slice array1d[1:4] extracts elements starting from index 1 up to (but not includ-
ing) index 4.

2.1.2.e Indexing and Slicing in 2D Arrays

In a 2D array, indexing becomes more interesting as you can select specific rows and columns or individual
elements.

1 # Accessing spectific elements in a 2D array
2 print( , array [0, 1]) # Access element in first row,
second column

+ # Slicing 2D arrays
5 slice_2d = array[1:, 1:] # Slice starting from the second rTow and column
6 print( , slice_2d)

Element at position (0, 1): 2
Sliced 2D array:

[[5 6]

[8 911

Explanation: - array[0, 1] accesses the element in the first row and second column, which is 2. -
The slice array[1:, 1:] returns a sub-array that starts from the second row and second column.

2.1.2.f Basic Array Operations

One of the most powerful features of NumPy is its ability to perform element-wise operations on arrays.
These operations are much faster than using loops and are automatically vectorized, meaning they
operate on entire arrays at once.

2.1.2.g Array Addition and Subtraction

You can add or subtract arrays of the same shape element by element.
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1 # Element -wise addition and subtraction
2 array_a = np.array([1, 2, 3])
array_b = np.array([4, 5, 6])

5 sum_array = array_a + array_b

6 diff_array = array_a - array_b

& print( , sum_array)

o print( , diff_array)

Sum of arrays: [6 7 9]
Difference of arrays: [-3 -3 -3]

Explanation: - In array_a + array_b, NumPy performs element-wise addition between corresponding
elements of the two arrays. - Similarly, array_a - array_b subtracts the corresponding elements.

2.1.2.h Array Multiplication and Division

Just like addition and subtraction, multiplication and division can be performed element-wise.

1 # Element -wise multiplication and division

2 prod_array = array_a * array_b

3 div_array = array_a / array_b

1

5 print( , prod_array)
6 print( , div_array)

Product of arrays: [ 4 10 18]
Division of arrays: [0.25 0.4 0.5]

Explanation: - The multiplication array_a * array b performs element-wise multiplication of the
arrays. - Similarly, array_a / array_b divides the elements element-wise.

2.1.2.i Broadcasting: Operations on Arrays of Different Shapes

Broadcasting is a powerful feature in NumPy that allows you to perform arithmetic operations on arrays
of different shapes. NumPy will automatically expand the smaller array to match the shape of the larger
array, following broadcasting rules.

1 # Broadcasting a scalar to an array
array_c = np.array([1, 2, 3, 4])
3 broadcasted_result = array_c + 5

N

5 print( , broadcasted_result)

Broadcasted result: [6 7 8 9]

Explanation: - Here, the scalar 5 is broadcasted over the entire array array_c. The result is an array
where each element of array_c is incremented by 5.

2.1.3 Advanced Array Creation and Manipulation

In this chapter, we will explore more advanced techniques for creating and manipulating NumPy arrays.
We will cover special array creation functions, array reshaping, and stacking and splitting arrays. These
operations allow for more flexible and powerful handling of data in scientific computing tasks.
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2.1.3.a Creating Special Arrays

NumPy provides several functions to create arrays filled with specific values. These functions are useful
when you need to initialize arrays with known values, such as zeros, ones, or a range of numbers.

e np.zeros(): Creates an array filled with zeros.

e np.ones(): Creates an array filled with ones.

e np.eye(): Creates a 2D identity matrix.

e np.random.rand(): Creates an array with random values uniformly distributed between 0 and 1.

e np.random.randn(): Creates an array with random values from a standard normal distribution.

Let’s see how to use these functions.

1 # Create an array of zeros
zeros_array = np.zeros ((3, 4))
print ( , zeros_array)

N}

5 # Create an array of ones
¢ ones_array = np.ones((2, 5))
7 print( , ones_array)

o # Create a 2D identity matriz
lo identity_matrix = np.eye (4)
11 print( , identity_matrix)

13 # Create an array with random values between 0 and 1

l« random_array = np.random.rand (3, 3)

15 print( , random_array)

L6

17 # Create an array with random values from a standard normal distridbution
s random_normal_array = np.random.randn(3, 3)

Lo print( , random_normal_array)

Array of zeros:
[[0. 0. 0. 0.]
(0. 0. 0. 0.]
[0. 0. 0. 0.]]
Array of ones:
[f1. 1. 1. 1. 1.]
(1. 1. 1. 1. 1.11
Identity matrix:
[[1. 0. 0. 0.]

[0. 1. 0. 0.]
[0. 0. 1. 0.]
[0. 0. 0. 1.1]

Random array:

[[0.47643635 0.90911004 0.69766266]
[0.82911884 0.58077891 0.39543451]
[0.04677289 0.39766467 0.14966144]]

Random normal array:

[[ 1.71549009 -0.01443455 0.82721233]
[-1.70452535 0.73441019 -0.27543627]
[-0.2299295 0.32295704 -1.00116098]]

Explanation: - np.zeros((3, 4)) creates a 3x4 array filled with zeros. - np.ones((2, 5)) creates a
2x5 array filled with ones. - np.eye(4) creates a 4x4 identity matrix, which is useful in linear algebra
operations. - np.random.rand (3, 3) generates a 3x3 array of random numbers uniformly distributed
between 0 and 1. - np.random.randn(3, 3) generates a 3x3 array of random numbers sampled from a
standard normal distribution (mean = 0, std = 1).
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2.1.3.b Reshaping Arrays

Reshaping arrays is an important operation when you need to change the dimensions of an array without
changing its data. NumPy provides several functions for reshaping arrays, such as reshape(), ravel(),
and flatten().

e reshape(): Changes the shape of an array without modifying its data.

e ravel (): Flattens a multi-dimensional array into a 1D array.

e flatten(): Similar to ravel(), but it returns a copy of the array.

Let’s see some examples of reshaping:

1 # Create a 1D array
arrayld = np.array([1l, 2, 3, 4, 5, 6, 7, 8, 91)

3

+ # Reshape the array into a 3z3 matriz

5 reshaped_array = arrayld.reshape((3, 3))

6 print( , reshaped_array)

8 # Flatten the reshaped array into a 1D array
o flattened_array = reshaped_array.flatten()
o print( , flattened_array)

12 # Use ravel () to flatten the array (returns a flattened view)
i3 raveled_array = reshaped_array.ravel()
1+ print( , raveled_array)

Reshaped array:
[[1 2 3]
[4 5 6]
[7 8 911
Flattened array: [

12345678 9]
Raveled array: [1 2 3 4 5 6 7 8 9]

Explanation: - The reshape((3, 3)) function reshapes the 1D array into a 3x3 matrix. - The
flatten() method returns a flattened version of the array as a new 1D array, while ravel() also
flattens the array but returns a flattened view (not a copy).

2.1.3.c Stacking and Splitting Arrays

You can combine multiple arrays into one using stacking, and you can split an array into multiple
sub-arrays using splitting functions.

e np.vstack(): Stacks arrays vertically (along rows).
e np.hstack(): Stacks arrays horizontally (along columns).

e np.split(): Splits an array into multiple sub-arrays.

Let’s look at how these functions work:

1 # Create two 1D arrays
2 arrayl = np.array([1, 2, 3])
array2 = np.array([4, 5, 61)

5 # Stack arrays vertically
6 vstacked_array = np.vstack((arrayl, array2))
7 print( , vstacked_array)

o # Stack arrays horizontally
o hstacked_array = np.hstack((arrayl, array2))
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11 print( , hstacked_array)
12
13 # Split the stacked array into two equal parts
1+ split_array = np.split(vstacked_array, 2)

5 print( , split_array)

Vertically stacked array:
({1 2 3]
(4 5 61]
Horizontally stacked array: [1 2 3 4 5 6]
Split array:
[array ([[1, 2, 311), array([[4, 5, 611)]

Explanation: - np.vstack() stacks the arrays vertically, creating a 2D array with arrayl as the first
row and array?2 as the second row. - np.hstack() stacks the arrays horizontally, resulting in a single
1D array containing all elements from both arrays. - np.split () splits the vertically stacked array into
two sub-arrays along the first axis.

2.1.4 Array Math and Universal Functions (ufuncs)

In this chapter, we will dive into the core mathematical operations that can be performed on NumPy
arrays. NumPy provides a rich set of functions that enable efficient, element-wise operations on arrays,
making it ideal for numerical computations. These functions are known as universal functions or ufuncs.
Ufuncs allow you to perform arithmetic operations, mathematical functions, and aggregate operations
on arrays quickly and without explicit loops.

We will cover:

Element-wise mathematical operations.

e Common mathematical functions such as sin, cos, log, and others.

Aggregation functions like sum, mean, and std.

Linear algebra operations such as dot product and matrix multiplication.

2.1.4.a Element-wise Mathematical Operations

One of the most powerful features of NumPy is the ability to perform mathematical operations on entire
arrays, element by element. These operations are done automatically on each element of the array
without the need for explicit loops. NumPy’s ufuncs support a variety of arithmetic operations.

1 # Array creation

> array_a = np.array([1, 2, 3, 4, 5])
3 array_b = np.array([5, 4, 3, 2, 1])
1

s # Element -wise addition, subtraction, multiplication, and division

6 sum_result = array_a + array_b

7 diff_result = array_a - array_b

s prod_result = array_a * array_b

o div_result = array_a / array_b

0

i1 print( , sum_result)

lo  print( , diff_result)
i3 print( , prod_result)

14 print( , div_result)

Sum: [6 6 6 6 6]

Difference: [-4 -2 0 2 4]
Product: [ 5 8 9 8 5]
Division: [0.2 0.5 1. 2. 5. 1]
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Explanation: - We created two arrays, array_a and array b. Using NumPy’s ufuncs, we added,
subtracted, multiplied, and divided these arrays element-wise. These operations are performed on each
corresponding element in the arrays. - NumPy’s vectorization makes these operations much more efficient
than using a loop to iterate over the array elements manually.

2.1.4.b Mathematical Functions (ufuncs)

NumPy provides a wide range of mathematical functions that are designed to operate element-wise on
arrays. These functions are referred to as universal functions or ufuncs. Some of the most commonly
used ufuncs include:

e np.sin() and np.cos(): Sine and cosine functions, applied element-wise.

e np.log(): Natural logarithm.

e np.exp(): Exponential function.

e np.sqrt(): Square root.

e np.abs(): Absolute value.

Let’s look at how these functions work on arrays.

1 # Applying mathematical functions onm an array
array = np.array([0, np.pi/2, np.pi, 3*np.pi/2])

NN

np.sin(array)
np.cos(array)
np.log([1, 2, 3, 41)

i sin_values
5 cos_values
6 log_values

s print( , sin_values)
o print( , cos_values)
10 print( , log_values)

Sine values: [ 0.00000000e+00 1.00000000e+00 1.22464680e-16 -1.00000000e+00]
Cosine values: [ 1.00000000e+00 6.12323400e-17 -1.00000000e+00 -1.83697020e-16]
Logarithm values: [O. 0.69314718 1.09861229 1.38629436]

Explanation: - The np.sin() function computes the sine of each element in the array, and similarly,
np.cos() computes the cosine. - The np.log() function computes the natural logarithm (base e) of
each element in the input array. In this example, we used an array [1,2,3,4], and the results are the
logarithms of those numbers.

2.1.4.c Aggregate Functions

NumPy provides a number of aggregation functions that allow you to compute statistics on arrays, such
as the sum, mean, standard deviation, and variance. These functions are applied to all elements in the
array, or along a specific axis for multi-dimensional arrays.

Common aggregate functions include:

e np.sum(): Sums all elements in the array.

e np.mean(): Computes the mean of the array.

e np.median(): Computes the median of the array.
e np.std(): Computes the standard deviation.

e np.var(): Computes the variance.
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Let’s apply these functions to an array.

# Array for aggregation
array = np.array([1, 2,

(S

3, 4, 5,
3

4 # Apply aggregate functions

5 sum_result = np.sum(array)

¢ mean_result = np.mean(array)

7 median_result = np.median(array)

s std_result = np.std(array)

sum_result)
, mean_result)

, median_result)
std_result)

Lo print ( N
i1 print(
12 print(
13 print( s

Sum: 45
Mean: 5.0
Median: 5.0

Standard Deviation: 2.581988897471611

Explanation: - The np.sum() function computes the sum of all elements in the array. - The np.mean()
function computes the mean (average) of the array. - The np.median() function computes the median
value of the array, which is the middle value when the data is sorted. - The np.std() function computes
the standard deviation, which measures the spread of the numbers around the mean.

2.1.4.d Linear Algebra Operations

NumPy also includes a wide variety of linear algebra operations, which are commonly used in scientific
computing. Some of the important linear algebra functions include:

e np.dot(): Computes the dot product of two arrays (matrices).

e np.matmul (): Matrix multiplication.

e np.linalg.inv(): Computes the inverse of a matrix.

e np.linalg.det(): Computes the determinant of a matrix.

e np.linalg.eig(): Computes the eigenvalues and eigenvectors of a matrix.

Let’s look at how to perform a simple dot product:

# 2D Arrays
matrix_a
matrix_b

(matrices)
np.array ([[1,
np.array ([[5,

(S

21,
61,

[3,
[7’

411)
811)

oA~ w

# Compute the dot product
¢ dot_result = np.dot(matrix_a, matrix_b)
7 print( >

dot_result)

Dot product of matrices:
[[19 22]
[43 5011

Explanation: - In this example, we compute the dot product of two 2x2 matrices, matrix_a and
matrix_b. The result is another 2x2 matrix where each element is the result of multiplying corresponding

elements and summing the products.
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2.1.5 Working with Multi-dimensional Arrays

In this chapter, we will explore how to work with multi-dimensional arrays, a core feature of NumPy.
While one-dimensional arrays are simple, real-world data is often stored in two or more dimensions.
NumPy provides efficient ways to handle and manipulate arrays of any dimensionality. We will cover
how to create multi-dimensional arrays, access and modify their elements, and perform basic operations
on them.

Multi-dimensional arrays can represent matrices, tensors, images, and more, making them crucial for
scientific computing and data analysis.

2.1.5.a Creating Multi-dimensional Arrays

In NumPy, multi-dimensional arrays are simply arrays that have more than one axis. A 2D array has two
axes, a 3D array has three, and so on. You can create multi-dimensional arrays just like one-dimensional
arrays, but by passing in lists of lists (for 2D arrays), or higher-level lists (for 3D arrays).

Let’s create some examples:

# Create a 2D array (matriz)
array_2d = np.array([[1, 2, 3], [4, 5, 6], [7, 8, 911)
print ( , array_2d)

S

5 # Create a 3D array (tensor)
¢ array_3d = np.array([[[1, 2], [3, 411, [[5, 61, [7, 811])
7 print( , array_3d)

2D Array:
(f1 2 3]
(4 5 6]
(7 8 911
3D Array:
[[01 2]
[3 411

[[5 61
(7 8111

Explanation: - The first array, array_2d, is a 2D array, or matrix, with 3 rows and 3 columns. - The
second array, array_3d, is a 3D array (tensor), which has 2 blocks, each containing 2x2 matrices.

2.1.5.b Accessing and Modifying Multi-dimensional Arrays
Accessing and modifying elements in multi-dimensional arrays works similarly to 1D arrays, but you
need to specify multiple indices—one for each axis.

For a 2D array, the first index specifies the row, and the second index specifies the column. For a 3D
array, the indices specify the block, row, and column.

1 # Accessing spectific elements in a 2D array
2 element_2d = array_2d[1, 2] # Access element im second row, third column
print ( , element_2d)

5 # Accessing specific elements wn a 3D array

¢ element_3d = array_3d[1, 0, 1] # Access element in second block, first row, second
column
7 print( , element_3d)

o # Modifying an element in a 2D array
o array_2d[0, 1] = 99 # Modify the element at first row, second column
11 print( , array_2d)

Element at position (1, 2): 6
Element at position (1, 0, 1): 6
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Modified 2D Array:

[[ 199 3]
[ 4 5 6]
L7 8 911

Explanation: - In the 2D array, array_2d[1, 2] accesses the element in the second row and third
column. - In the 3D array, array_3d[1, 0, 1] accesses the element in the second block, first row, and
second column. - We modified an element in the 2D array by directly assigning a new value to it using
indexing.

2.1.5.c Reshaping Multi-dimensional Arrays

Reshaping is a powerful feature that allows you to change the dimensions of an array without modifying
its data. This can be useful when you need to transform data for machine learning, mathematical
modeling, or visualizations.

You can reshape an array using the reshape () method, which takes the new shape as an argument. The
new shape must be compatible with the original size of the array.

# Reshape a 1D array into a 2D array

array_1d = np.array([1, 2, 3, 4, 5, 6])

; reshaped_array = array_1ld.reshape((2, 3)) # Reshape into 2z3
4+ print( , reshaped_array)

(S

6 # Reshape a 2D array into a 1D array
7 flattened_array = array_2d.reshape(-1) # Flatten the 2D array
s print( , flattened_array)

Reshaped Array:
[[1 2 3]
(4 5 61]
Flattened Array: [ 1 99 3 4 5 6 7 8 9]

Explanation: - The reshape((2, 3)) function reshapes the 1D array array_1d into a 2D array with
2 rows and 3 columns. - The reshape(-1) function flattens a multi-dimensional array into a 1D array.
The argument -1 tells NumPy to calculate the necessary dimensions automatically based on the number
of elements.

2.1.5.d Stacking and Splitting Multi-dimensional Arrays

You can combine and split multi-dimensional arrays using stacking and splitting operations. Stacking
arrays allows you to combine them into one larger array, while splitting arrays lets you divide them into
multiple sub-arrays.

np.vstack(): Stacks arrays vertically (along rows).

np.hstack(): Stacks arrays horizontally (along columns).

np.dstack(): Stacks arrays along the third axis (depth).

np.split(): Splits arrays into multiple sub-arrays.

Let’s explore how to use these functions:

1 # Stacking arrays vertically (along rows)

2> vstacked_array = np.vstack((array_2d, array_2d)) # Stack the same array twice
5 print( , vstacked_array)

4

# Stacking arrays horizontally (along columns)

6 hstacked_array = np.hstack((array_2d, array_2d)) # Stack the same array twice
7 print( , hstacked_array)
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o # Stacking arrays along the third azis (depth)

lo dstacked_array = np.dstack((array_2d, array_2d)) # Stack the same array twice along
depth

i1 print( , dstacked_array)

Vertically Stacked Array:
[[1 2 3]
[4 5
[7 8 9]
(1 2
[4 5 6]
[7 8 911
Horizontally Stacked Array:
[[1 2312 3]
[4 5 6 45 6]
[7 897 8 911
Depth Stacked Array:
[frr 11
[2 2]
[3 311

[[4 4]
(5 5]
(6 611

(7 71
[8 8]
(9 9111

Explanation: - np.vstack() stacks the arrays vertically, adding new rows. - np.hstack() stacks
arrays horizontally, adding new columns. - np.dstack() stacks arrays along the depth (third axis),
which creates a 3D array.

2.1.5.e Advanced Indexing: Fancy Indexing and Boolean Indexing

In addition to standard indexing, NumPy also supports more advanced indexing techniques, including
fancy indexing and boolean indexing.

e Fancy indexing: Allows you to index arrays using an array of indices.

e Boolean indexing: Allows you to index an array using a boolean mask (True/False).

1 # Fancy indezing
2> fancy_indexed_array = array_2d[[0, 2], [1, 2]] # Access elements at (0,1) and (2,2)
print ( , fancy_indexed_array)

# Boolean 1indezing

6 mask = array_2d > 5 # Create a boolean mask where elements > 5 are True
7 boolean_indexed_array = array_2d[mask] # Use the mask to index the array
s print( , boolean_indexed_array)

Fancy indexed array: [2 9]
Boolean indexed array: [6 7 8 9]

Explanation: - In fancy indexing, we can index specific elements using a list of indices. For example,
array_2d[[0, 2], [1, 2]] extracts elements at positions (0,1) and (2,2). - Boolean indexing allows
you to filter elements that satisfy a condition. In this case, we created a mask to select all elements
greater than 5.

2.1.6 NumPy in Data Science

NumPy plays a central role in data science workflows by providing efficient ways to handle large datasets,
perform numerical computations, and manipulate data for analysis. In this chapter, we will explore how
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NumPy is used in data science for:

e Handling large datasets.

e Performing statistical analysis and aggregation.

Manipulating and transforming data.

Working with time-series data.

Handling missing or NaN values.

These skills are essential for tasks such as data cleaning, statistical modeling, and machine learning.

2.1.6.a Handling Large Datasets with NumPy

One of the key reasons why NumPy is a go-to library for data science is its efficiency in handling large
datasets. NumPy arrays are significantly faster and more memory-efficient than Python lists, especially
when it comes to numerical data. NumPy’s ability to operate on entire arrays at once (vectorization)
makes it ideal for processing large amounts of data quickly.

For example, let’s create a large dataset and compute some basic statistics efficiently:

1 # Create a large dataset of 1 million random numbers
2> large_data = np.random.rand (1000000)

3
. # Calculate the mean and standard deviation of the dataset
5 mean = np.mean(large_data)

¢ std_dev = np.std(large_data)

s print( , mean)

9 print( , std_dev)

Mean of the dataset: 0.5000503212384874
Standard deviation of the dataset: 0.2886960536576174

Explanation: - We generated 1 million random numbers using np.random.rand (1000000). - We then
calculated the mean and standard deviation of the dataset using np.mean() and np.std(). These
functions operate efficiently on large arrays, making NumPy a powerful tool for handling large datasets
in data science.

2.1.6.b Performing Statistical Analysis with NumPy

NumPy provides a wide range of statistical functions to help you analyze data. Some of the most
commonly used functions include:

e np.mean(): Computes the mean (average) of the array.

e np.median(): Computes the median value of the array.

e np.var(): Computes the variance of the array.

e np.std(): Computes the standard deviation of the array.

e np.percentile(): Computes the nth percentile of the array.

e np.corrcoef (): Computes the correlation coefficient between two datasets.

Let’s compute some additional statistics for a given dataset.
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1 # Create a sample dataset
> data = np.array([1, 2, 3, 4, 5, 6, 7, 8, 9, 10])

1 # Compute the mean, median, variance, and standard deviation

5 mean_data = np.mean(data)
¢ median_data = np.median(data)
7 variance_data = np.var(data)

& std_dev_data = np.std(data)

o print( , mean_data)

i print( , median_data)

1> print( , variance_data)

13 print( , std_dev_data)
Mean: 5.5
Median: 5.5

Variance: 8.25
Standard Deviation: 2.8722813232690143

Explanation: - The mean of the data is 5.5, which is the average of the elements in the array. - The
median is also 5.5, which is the middle value of the sorted array. - The variance and standard deviation
describe the spread of the data.

2.1.6.c Working with Time-Series Data

Time-series data is a common type of data in fields like finance, economics, and climate science. NumPy
provides tools for manipulating and analyzing time-series data, especially when working with regularly
spaced data.

You can perform operations like resampling, calculating moving averages, and handling timestamps.
Here’s how to create and manipulate simple time-series data:

1 # Create an array of dates (timestamps)
> dates = np.arange( s , dtype= )
3

1+ # Create an array of random temperatures for each date

temperatures = np.random.randint (0, 35, size=10)

o

7 # Calculate the rolling average (moving average)

s window_size = 3

o rolling_avg = np.convolve(temperatures, np.ones(window_size)/window_size,
mode= )

[LO

i1 print( , dates)

12 print( , temperatures)

15 print( , rolling_avg)

Dates: [’2020-01-01’ °2020-01-02’ ’2020-01-03° ’2020-01-04’ °2020-01-05"
’2020-01-06" ’2020-01-07’ ’2020-01-08° ’>2020-01-09° ’2020-01-10’]

Temperatures: [16 14 4 12 30 28 12 25 16 30]

Rolling Average: [14.66666667 18.66666667 22. 23.33333333 23.33333333
22.33333333 22.33333333 23.66666667]

Explanation: - We generated an array of 10 dates using np.arange (), where each date is separated by
one day. - We also created an array of random temperatures for each date using np.random.randint().
- We computed a rolling average (or moving average) of the temperatures using np.convolve(). The
window_size parameter specifies the number of data points to include in each rolling average.

2.1.6.d Handling Missing Data (NalN values)

Missing or incomplete data is a common issue in real-world datasets. NumPy provides tools for identifying
and handling missing values (NaNs). The most commonly used functions for dealing with NaNs are:
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e np.isnan(): Checks for NaN values in an array.
e np.nanmean(): Computes the mean, ignoring NaNs.

e np.nanstd(): Computes the standard deviation, ignoring NaNs.

Here’s how to handle missing values in a dataset:

1 # Create a dataset with some missing values (NaNs)
data_with_nans = np.array([1, 2, np.nan, 4, 5, np.nan, 7])

N

4 # Check for NaN wvalues
5 mnan_mask = np.isnan(data_with_nans)
¢ print( , nan_mask)

8 # Compute the mean ignoring Nals
9 mean_no_nans = np.nanmean(data_with_nans)
o print( , mean_no_nans)

12 # Replace NalN wvalues with O
3 data_no_nans = np.nan_to_num(data_with_nans, nan=0)
14 print( , data_no_nans)

NaN values in the dataset: [False False True False False True False]
Mean ignoring NaNs: 3.6666666666666665
Data with NaNs replaced: [1. 2. 0. 4. 5. 0. 7.]

Explanation: - The np.isnan() function creates a boolean mask that identifies which elements in
the array are NaN. - np.nanmean() computes the mean of the array while ignoring NaN values. -
np.nan_to_num() replaces NaN values with a specified value, in this case, 0.
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2.2 Pandas: A Python Data Analysis Package

2.2.1 Introduction to Pandas

Pandas is an open-source data analysis and manipulation library built on top of NumPy. It provides
data structures such as Series and DataFrame that are specifically designed for working with structured
data, such as tables of data or time-series data. With Pandas, you can easily read, write, and manipulate
large datasets with just a few lines of code. In this chapter, we will introduce Pandas, its key features,
and basic operations that you will need to get started.

2.2.1.a What is Pandas?

Pandas is a fast, powerful, flexible, and easy-to-use open-source data analysis and manipulation library.
It is built on top of the Python programming language and uses NumPy under the hood to provide
efficient data manipulation capabilities. Pandas introduces two primary data structures:
e Series: A one-dimensional labeled array, which can hold any data type (integer, float, string, etc.).
e DataFrame: A two-dimensional table of data with labeled axes (rows and columns), similar to

an Excel spreadsheet or SQL table.

These data structures allow for easy indexing, selection, filtering, and manipulation of data. Pandas
provides built-in functionality for handling missing data, merging datasets, and performing group-by
operations, making it an essential tool in any data scientist’s toolkit.

2.2.1.b Installing Pandas

You can install Pandas via Python’s package manager, pip, or via the conda package manager if you're
using the Anaconda distribution.

e Using pip (Python’s package manager):

‘I pip install pandas

e Using conda (Anaconda package manager):

‘1 conda install pandas

Once installed, you can import Pandas into your Python environment with the following command:

‘J import pandas as pd

The alias pd is commonly used to refer to Pandas, making the code shorter and more readable.

2.2.1.c Pandas Data Structures

The two main data structures in Pandas are Series and DataFrame.

e Series: A one-dimensional array-like object that can hold any data type and is indexed with labels.

e DataFrame: A two-dimensional table consisting of rows and columns, where each column is a
Series. A DataFrame is essentially a collection of Series that share the same index.

Let’s explore both of these data structures in detail.
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2.2.1.d Creating a Pandas Series

A Pandas Series can be created from a list, NumPy array, dictionary, or scalar value. Below is an example
of creating a Series from a Python list.

import pandas as pd

1

3 # Create a Pandas Series from a list

. temperature_series = pd.Series([30, 35, 40, 38, 33])
5 print( , temperature_series)

Temperature Series:
0 30

35

40

38

33
dtype: int64

=W N -

Explanation: - The Series is indexed by default with integer labels (0, 1, 2, 3, 4). - The data type of
the elements in the Series is int64, as the Series contains integers.

You can also set custom indices for a Series:

1 # Create a Pandas Serties with custom indices
> temperature_series_with_index = pd.Series([30, 35, 40, 38, 33], index=[ s s
s s iD)

3 print( , temperature_series_with_index)

Temperature Series with custom index:

Mon 30
Tue 35
Wed 40
Thu 38
Fri 33

dtype: int64

Explanation: - We have now labeled the indices with the days of the week, making the Series easier to
understand.

2.2.1.e Creating a Pandas DataFrame

A Pandas DataFrame is a two-dimensional table, like an Excel spreadsheet, where each column can be
of a different data type. Let’s create a DataFrame using a dictionary.

# Create a DataFrame from a dictionary

1

> data = {

3 N [ > N 3 B ]:

4 [30, 35, 40, 38, 33],

. . [60, 55, 65, 58, 62]

6}

7 weather_df = pd.DataFrame(data)

s print( , weather_df)

Weather Station DataFrame:
Station Temperature Humidity

0 A 30 60
1 B 35 55
2 c 40 65
3 D 38 58
4 E 33 62
Explanation: - The DataFrame weather_df contains three columns: Station, Temperature, and

Humidity. - The index (0 to 4) is automatically generated, and each row corresponds to a different
weather station.
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This is a made-up weather station dataset used for demonstration purposes, and it shows how to store
and manipulate tabular data with Pandas.

2.2.1.f Accessing Data in a DataFrame

Once you have a DataFrame, you can easily access the columns and rows. Here’s how to access specific
columns and rows:

1 # Access a single column

2> temperature_column = weather_df[ ]

3 print( , temperature_column)
4

o

# Access multiple columns
6 selected_columns = weather_df[[ s 11
7 print( , selected_columns)

9 # Access a row by indezx using .iloc
o first_row = weather_df.iloc[0]
i print( , first_row)

Temperature Column:
0 30

1 35

2 40

3 38

4 33

Name: Temperature, dtype: int64

Selected Columns (Station, Temperature):
Station Temperature

0 A 30
1 B 35
2 C 40
3 D 38
4 E 33

First Row:

Station A
Temperature 30
Humidity 60

Name: O, dtype: object

Explanation: - To access a column, use df [’ColumnName’]. - To access multiple columns, pass a list of
column names inside double square brackets df [[’Columnl’, ’Column2’]]. - To access a specific row,
use .iloc[] for integer-location-based indexing. In this case, weather_df.iloc[0] returns the first row.

2.2.2 Basic DataFrame Operations

In this chapter, we will dive into the core operations you will frequently perform on Pandas DataFrames.
DataFrames are the primary data structure in Pandas for working with structured data, and mastering
DataFrame operations is essential for any data science or data analysis workflow. We will cover how
to access and modify data, how to filter and select subsets, and how to use some of the most common
Pandas methods for summarizing and manipulating data.

2.2.2.a Accessing and Viewing Data

Once you have a DataFrame, you can use several methods to access and view the data quickly. Here are
some of the most common methods:

e df .head() - Displays the first 5 rows of the DataFrame.

e df.tail() - Displays the last 5 rows of the DataFrame.
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e df.info() - Provides a concise summary of the DataFrame, including the number of non-null
entries.

e df.describe() - Provides a summary of statistics for numerical columns.

e df.columns - Returns the list of column names.

Let’s start by exploring these methods on our previously created weather station data:

1 # Importing Pandas
2 import pandas as pd

4 # Create a DataFrame for weather stations

5 data = {

6 [ s , s s 1,

7 . [30, 35, 40, 38, 33],

8 : [60, 55, 65, 58, 62],

9 : [12, 15, 10, 20, 18]

o}

11 weather_df = pd.DataFrame (data)

13 # Accessing DataFrame information

4 print( , weather_df.head(3))

5 print( , weather_df.tail(3))

6 print( , weather_df.info())
l7 print( , weather_df.describe())
s print( , weather_df.columns)

First 3 rows:
Station Temperature Humidity WindSpeed

0 A 30 60 12
1 B 35 55 15
2 C 40 65 10

Last 3 rows:
Station Temperature Humidity WindSpeed

2 C 40 65 10
3 D 38 58 20
4 E 33 62 18

DataFrame Summary:

<class ’pandas.core.frame.DataFrame’>
RangeIndex: 5 entries, 0 to 4
Data columns (total 4 columns):

# Column Non-Null Count Dtype
0 Station 5 non-null object
1 Temperature 5 non-null int64
2 Humidity 5 non-null int64
3 WindSpeed 5 non-null int64

dtypes: int64(3), object (1)
memory usage: 123.0+ bytes

Descriptive Statistics:
Temperature Humidity WindSpeed

count 5.000000 5.000000 5.000000
mean 35.200000 60.000000 15.000000
std 3.583333 3.162278 4.242641
min 30.000000 55.000000 10.000000
257% 33.000000 58.000000 12.000000
50% 35.000000 60.000000 15.000000
75% 38.000000 62.000000 18.000000
max 40.000000 65.000000 20.000000
Column names: Index([’Station’, ’Temperature’, ’Humidity’, ’WindSpeed’], dtype=’
object ’)

Explanation: - head() and tail() show the first and last rows, respectively, which is useful for quickly
inspecting the data. - info() provides useful information about the DataFrame, including the number
of non-null entries and the data types of each column. - describe() provides summary statistics for
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numerical columns, including count, mean, standard deviation, min, max, and percentiles. - columns

returns the names of all the columns in the DataFrame.

2.2.2.b Selecting Data

In Pandas, you can select data from a DataFrame using either column names or row indices. Here are

the common ways to select data:

df [’ColumnName’] - Selects a single column.

df [[’Columnl’, ’Column2’]] - Selects multiple columns.

e df .loc[row, column] - Selects data by labels (row and column names).

df .iloc[row, column] - Selects data by position (row and column indices).

Let’s explore how to select data from our weather DataFrame:

1 # Select a single column

2 temperature_column = weather_df[ ]

3 print( , temperature_column)
4

o

# Select multiple columns
6 temperature_humidity = weather_df[[ s 11
7 print( , temperature_humidity)

o # Select data using .loc (by label)
10 row_2 = weather_df.loc[2] # Select the third Tow
it print( , row_2)

s # Select data using .tloc (by position)
14 row_2_pos = weather_df.iloc[2] # Select the third row by position
15 print( , row_2_pos)

Temperature Column:
0 30

1 35

2 40

3 38

4 33

Name: Temperature, dtype: int64

Selected Columns (Temperature, Humidity):
Temperature Humidity

0 30 60
1 35 55
2 40 65
3 38 58
4 33 62

Row 2 (by label):

Station C
Temperature 40
Humidity 65
WindSpeed 10

Name: 2, dtype: object

Row 2 (by position):

Station C
Temperature 40
Humidity 65
WindSpeed 10

Name: 2, dtype: object

Explanation: - Selecting a single column is as simple as using df [’ColumnName’]. - To select multiple
columns, pass a list of column names to df [[’Columnl’, ’Column2’]]. - df.loc[] is used to select
data by row and column labels. - df . iloc[] is used for selection based on integer positions, useful when

you want to select by index rather than label.
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2.2.2.c Filtering Data

Filtering data based on conditions is one of the most common operations in data analysis. You can filter
rows based on a condition, such as selecting rows where the temperature is above a certain threshold.

I # Failter rows where temperature s greater than 35
2 high_temp_stations = weather_df [weather_df [ ] > 35]
print ( , high_temp_stations)

5 # Filter rTows based on multiple conditions

¢ high_temp_and_humidity = weather_df [(weather_df[ 1 > 35) &
(weather_df [ 1 > 60)1]
7 print( s

high_temp_and_humidity)

Stations with temperature greater than 35:
Station Temperature Humidity WindSpeed

2 C 40 65 10

3 D 38 58 20

Stations with temperature > 35 and humidity > 60:
Station Temperature Humidity WindSpeed
2 C 40 65 10

Explanation: - Filtering is done by applying a condition on one or more columns. In this example,
we filter the rows where the temperature is greater than 35. - You can also filter based on multiple
conditions by combining them with logical operators like & (and) and | (or).

2.2.2.d Modifying Data

Modifying data is another essential operation when working with Pandas. You can modify the values in
a DataFrame by directly assigning values to a column or using conditional modifications.

1 # Modify a specific column’s walues

> weather_df [ ] = weather_df[ 1] +1 # Increase temperature by
1
print ( , weather_d4f)

5 # Modify wvalues based on a condition

6 weather_df.loc[weather_df[ 1 == s 1] = 31 # Set temperature
for Station A to 31
7 print( , weather_df)

Modified DataFrame:
Station Temperature Humidity WindSpeed

0 A 31 60 12
1 B 36 55 15
2 C 41 65 10
3 D 39 58 20
4 E 34 62 18

DataFrame with Station A’s temperature modified:
Station Temperature Humidity WindSpeed

0 A 31 60 12
1 B 36 55 15
2 C 41 65 10
3 D 39 58 20
4 E 34 62 18

Explanation: - You can modify columns by directly assigning new values. For example, we added 1 to
every temperature value in the DataFrame. - You can also modify values based on a condition, using
.loc[] to target specific rows and columns.
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2.2.3 Data Cleaning and Preprocessing

Data cleaning and preprocessing is a critical step in any data analysis workflow. In real-world datasets,
it is common to encounter missing values, incorrect data types, or unexpected values that need to be
handled before analysis. Pandas provides a rich set of functions to clean and preprocess data efficiently.
This chapter covers:

Handling missing data.

Replacing or updating values in the dataset.

Converting data types.

String manipulations for cleaning text data.

By the end of this chapter, you will be able to handle common data cleaning challenges, making your
data ready for analysis or modeling.

2.2.3.a Handling Missing Data

Missing or null values are common in many real-world datasets. Pandas provides several methods to
handle missing data, such as identifying missing values, filling them with default values, or dropping
rows or columns that contain them.

e df.isna() or df.isnull(): Checks for missing (NaN) values.

e df .dropna(): Drops rows or columns with missing values.

e df.fillna(): Fills missing values with a specified value or a method (e.g., forward fill).

Let’s look at how we can handle missing data in our weather station dataset.

import pandas as pd
import numpy as np

# Create a weather DataFrame with missing values
data = {

6 [ , s s , 1,

7 : [30, 35, np.nan, 38, 33],

8 : [60, np.nan, 65, 58, 62],

9 : [12, 15, 10, np.nan, 18]

o}

11 weather_df = pd.DataFrame (data)

1
2
3
4
5

3 # Checking for missing wvalues
i+ print( , weather_df.isna())

lc # Dropping Tows with missing wvalues
l7 df_dropped = weather_df.dropna()
s print( , df _dropped)

o # Filling missing values with a specific wvalue

b1 df_filled = weather_df.fillna ({ : weather_df [ ].mean(),
bo weather_df [ ].mean (),

bs : weather_df [ l.mean () })
ba  print( , df _filled)

Missing values in DataFrame:
Station Temperature Humidity WindSpeed

0 False False False False
1 False False True False
2 False True False False
3 False False False True
4 False False False False
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DataFrame after dropping rows with missing values:
Station Temperature Humidity WindSpeed

0 A 30 60.0 12.0

4 E 33 62.0 18.0

DataFrame after filling missing values:
Station Temperature Humidity WindSpeed

0 A 30.000000 60.0 12.0
1 B 35.000000 61.25 15.0
2 C 34.000000 65.0 11.25
3 D 38.000000 58.0 14.25
4 E 33.000000 62.0 18.0

Explanation: - The isna() method checks for missing (NaN) values in the DataFrame and returns a
boolean DataFrame where True represents missing values. - dropna() removes rows that contain missing
values. You can also specify axis=1 to drop columns with missing values. - fillna() fills missing values
with a specified value or computed method (such as the column mean in this example).

2.2.3.b Replacing Values

There are cases where you need to replace certain values in a DataFrame. This is often done when
cleaning or standardizing the data. You can use the replace() method for this purpose.

1 # Replacing specific values
> weather_df_replaced = weather_df.replace ({ : {30: 32, 35: 36}})
3 print( , weather_df_replaced)

DataFrame after replacing values in Temperature:
Station Temperature Humidity WindSpeed

0 A 32 60.0 12.0
1 B 36 61.25 15.0
2 C 34 65.0 11.25
3 D 38 58.0 14.25
4 E 33 62.0 18.0

Explanation: - The replace () method allows us to replace specific values in one or more columns. In
this case, we replaced the temperature values 30 and 35 with 32 and 36, respectively.

2.2.3.c Converting Data Types

In many datasets, the data may not be in the correct format for analysis. Pandas makes it easy to
convert data to different types using the astype () method.

1 # Conwverting data types

> weather_df[ ] = weather_df[ ].astype(float)
3 weather_df [ ] = weather_df[ ]J.astype( )

4+ print( , weather_df.dtypes)

Data types after conversion:

Station category
Temperature float64
Humidity float64
WindSpeed float64

dtype: object

Explanation: - We used astype() to convert the Temperature column to float64 and the Station
column to a categorical type. Converting data types can help improve memory efficiency and allow for
more appropriate analysis.
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2.2.3.d String Manipulations

Data cleaning often involves working with text data, which might need to be cleaned or standardized.
Pandas provides several powerful string manipulation methods through the str accessor. These methods
allow you to perform operations such as converting to lowercase, replacing text, or extracting parts of a
string.

1 # Create a column with station mnames in mized case

> weather_df [ 1 =1 s s s s ]
3

1

# Convert station mnames to lowercase
5 weather_df[ ] = weather_df[ ].str.lower ()
¢ print( , weather_df[ 1)

s # Replace part of the string
9 weather_df [ ] = weather_df[ ].str.replace( s )
o print( , weather_df[ ID)

Station names in lowercase:
0 alpha

1 beta

2 gamma

3 delta

4 epsilon

Name: StationName, dtype: object

Replaced ’alpha’ with ’omega’:
0 omega

1 beta

2 gamma

3 delta

4 epsilon

Name: StationName, dtype: object

Explanation: - The str.lower() method converts all characters in the string column to lowercase. -
The str.replace() method allows you to replace part of a string with another string.

2.2.4 Data Aggregation and Grouping

Data aggregation and grouping are fundamental operations in data analysis, as they allow you to sum-
marize, transform, and gain insights from datasets. The groupby () function in Pandas is a powerful tool
for splitting data into groups, applying functions to those groups, and then combining the results. This
chapter will introduce you to grouping data, performing aggregations, and working with pivot tables in
Pandas.

2.2.4.a Grouping Data with groupby()

The groupby () function in Pandas allows you to group data by one or more columns and then apply an
aggregation function to each group. This is useful for analyzing subsets of data within larger datasets.

Here is a simple example using the weather station data to group by station and calculate the average
temperature for each station.

1 import pandas as pd

3 # Create a weather DataFrame
1+ data = {

5 L s s s s s s s s 1,
6 . [30, 35, 32, 40, 36, 38, 33, 37, 39],
7 . [60, 55, 65, 70, 60, 75, 62, 58, 68]
<}

9 weather_df = pd.DataFrame(data)

i1 # Grouping by Station and calculating the mean of Temperature
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L2 grouped_by_station = weather_df.groupby( )L ] .mean ()
13 print( , grouped_by_station)

Average Temperature by Station:
Station

31.666667

36.000000

39.000000

A
B
C
Name: Temperature, dtype: float64

Explanation: - We used the groupby(’Station’) method to group the DataFrame by the Station
column. - We then applied the mean () function to the Temperature column, which calculates the average
temperature for each group (station).

2.2.4.b Multiple Aggregation Functions

You can apply multiple aggregation functions to grouped data by using the agg() method. This allows
you to calculate different statistics for each group, such as the mean, sum, standard deviation, and more.

1 # Multiple aggregations using .agg ()

aggregated_data = weather_df.groupby( ) .agg ({
3 [ E] ’ ] 2
4
501
¢ print( , aggregated_data)

Aggregated Data:

Temperature Humidity
mean max min mean
Station
A 31.666667 33 30 62.333333
B 36.000000 37 35 57.666667
C 39.000000 40 38 71.000000

Explanation: - The agg() method allows us to apply multiple aggregation functions to different
columns. In this case, we computed the mean, max, and min for the Temperature column, and the
mean for the Humidity column. - The result is a multi-level column header, which shows the different
aggregations for each column.

2.2.4.c Filtering Groups Based on Aggregation Results

After grouping data and performing aggregations, you might want to filter the results based on certain
conditions, such as selecting groups with an average temperature above a certain threshold.

1 # Filter groups with average temperature greater than 35
> filtered_groups = grouped_by_station[grouped_by_station > 35]
3 print( , filtered_groups)

Stations with average temperature > 35:

Station
B 36.000000
C 39.000000

Name: Temperature, dtype: float64

Explanation: - After grouping the data by station and calculating the average temperature, we filtered
the results to show only those stations with an average temperature greater than 35.

2.2.4.d Working with Pivot Tables

Pivot tables are another powerful tool for summarizing and analyzing data. A pivot table allows you to
summarize data in a matrix format, which is especially useful for multi-dimensional data analysis.
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1 # Create a pivot table to summarize temperature and humidity by Station

> pivot_table = weather_df.pivot_table(values=[ , 1,
index= , aggfunc= )
3 print( , pivot_table)

Pivot Table:
Temperature Humidity

Station

A 31.666667 62.333333
B 36.000000 57.666667
C 39.000000 71.000000

Explanation: - The pivot_table() method creates a pivot table, where we specify the columns to
summarize (Temperature and Humidity) and the aggregation function (mean). - The result is a table
that shows the mean temperature and humidity for each station.

2.2.4.e Handling Missing Data in Grouped Data

When performing group-by operations, you might encounter missing data in the groups. Pandas provides
options for handling missing data during aggregation, such as ignoring missing values or filling them with
a specified value.

1 # Create a DataFrame with missing wvalues in grouped data

2> data_with_missing = {

3 [ s s s , , , , s 1,

A : [30, 35, np.nan, 40, 36, 38, 33, np.nan, 39],
5 : [60, 55, 65, np.nan, 60, 75, 62, 58, 68]

I

7 weather_df_missing = pd.DataFrame(data_with_missing)

o # Group by Station and calculate the mean, filling NalNs with a default value
o grouped_with_fill = weather_df_missing.groupby( ) .agg ({

( : ,

iz }).fillna (0)
la  print( , grouped_with_£fill)

Grouped Data with Missing Values Filled:
Temperature Humidity

Station

A 34.333333 60.0

B 35.666667 58.333333
C 39.000000 71.000000

Explanation: - In this example, we used the £i1lna(0) method to replace any missing values with 0
after performing the group-by operation. - This can be helpful when dealing with incomplete data or
ensuring that missing values do not affect your analysis.

2.2.5 Merging, Joining, and Concatenating Data

In real-world data analysis, it is common to work with data that is spread across multiple datasets.
Pandas provides powerful tools to combine datasets, making it easy to merge, join, or concatenate data.
In this chapter, we will cover the following methods:

e merge(): Combining two DataFrames based on common columns or indices.

e join(): Joining two DataFrames based on indices.

e concat(): Concatenating DataFrames along a particular axis.

These methods allow you to combine data from different sources into a single dataset, which is an essential
operation in data preparation for analysis.
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2.2.5.a Merging DataFrames with merge ()

The merge () function in Pandas is one of the most common ways to combine DataFrames. It works
similarly to SQL joins and allows you to combine data based on common columns (or indices) between
two DataFrames.

You can perform different types of joins:

e Inner join: Returns only the rows with matching keys in both DataFrames (default join type).

Left join: Returns all rows from the left DataFrame and the matched rows from the right
DataFrame.

Right join: Returns all rows from the right DataFrame and the matched rows from the left
DataFrame.

Outer join: Returns all rows from both DataFrames, with matching rows where available.

Let’s demonstrate merging two DataFrames based on a common column.

I import pandas as pd

# Create two DataFrames to merge
. dfl = pd.DataFrame ({
5 L , , 1,
6 : [30, 35, 40]
71

o df2 = pd.DataFrame ({
10 [ 5 > 1,
i1 : [60, 55, 65]

e })

I3

la # Merge the DataFrames using an inner join (default)

15 merged_df = pd.merge(dfl, df2, on= , how= )
6 print( , merged_df)

Merged DataFrame (Inner Join):
Station Temperature Humidity
A 30 60
1 B 35 55

Explanation: - In this example, we merged two DataFrames on the Station column using an inner
join. Only the rows where Station exists in both DataFrames (A and B) are included in the merged
result. - The resulting DataFrame contains the columns from both df1 and df2.

2.2.5.b Left and Right Joins

We can also perform left and right joins using the how parameter. Here’s an example using a left join:

1 # Left join: keep all rows from dfl
2 left_joined_df = pd.merge(dfl, df2, on= , how= )
3 print( , left_joined_df)

Left Join Merged DataFrame:
Station Temperature Humidity

0 A 30 60.0
1 B 35 55.0
2 C 40 NaN

Explanation: - The left join keeps all rows from the left DataFrame (df1) and adds the matching rows
from the right DataFrame (d£2). - In this case, Station C is not present in df2, so its Humidity value
is NaN.
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2.2.5.c Concatenating DataFrames with concat ()

The concat() function is used to concatenate DataFrames along a particular axis. You can stack
DataFrames vertically (along rows) or horizontally (along columns).

e Vertical Concatenation (axis=0): Stacks DataFrames on top of each other.

e Horizontal Concatenation (axis=1): Stacks DataFrames side by side.

Let’s see how vertical and horizontal concatenation works.

1 # Create DataFrames to concatenate
2 df3 = pd.DataFrame ({

3 N s 1,
1 [38, 34],
5 [70, 72]

6 })

s # Concatenate wertically (stacking Tows)
9 concatenated_df_vertical = pd.concat([dfl, df3], axis=0)
o print( , concatenated_df_vertical)

12 # Concatenate horizontally (stacking columns)
ls concatenated_df_horizontal = pd.concat([dfl, df2], axis=1)
14 print( , concatenated_df_horizontal)

Concatenated DataFrame (Vertical):
Station Temperature Humidity

0 A 30 60
1 B 35 55
2 C 40 NaN
0 D 38 70
1 E 34 72

Concatenated DataFrame (Horizontal):
Station Temperature Station Humidity

0 A 30 A 60
1 B 35 B 55
2 C 40 C 65

Explanation: - In the vertical concatenation (axis=0), the DataFrames df1 and df3 are stacked on
top of each other. The rows from df3 are appended to df1. - In the horizontal concatenation (axis=1),
the columns from df2 are added to the existing DataFrame df1, resulting in a wider table.

2.2.5.d Joining DataFrames with join()

The join() function is used to join two DataFrames based on their indices. This is similar to SQL joins
but is index-based instead of column-based. The default join type is left join, which means that all rows
from the left DataFrame are kept, and matching rows from the right DataFrame are added.

1 # Create a second DataFrame to join based on index
2> df4 = pd.DataFrame ({

3 : L > > 1,

4 . [12, 15, 20]

5 }, index=[0, 1, 2])

7 # Join using the index
& joined_df = dfl.join(df4, on= )
o print( , joined_df)

Joined DataFrame (Index-based):
Station Temperature WindSpeed

0 A 30 12
1 B 35 15
2 C 40 20
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Explanation: - The join() function joins the two DataFrames based on their indices. In this case,
we used on=’Station’ to specify the join column, but join() uses the index of both DataFrames by
default.

2.2.5.e Handling Duplicate Rows During Merging

In some cases, merging or concatenating datasets can result in duplicate rows. You can remove duplicates
using the drop_duplicates() function.

1 # Concatenate DataFrames with duplicate rTows

> duplicate_df = pd.concat([dfil, dfi1], axis=0)

3 print( , duplicate_df)
4

# Remove duplicate Tows
6 cleaned_df = duplicate_df.drop_duplicates()
7 print( , cleaned_df)

Concatenated DataFrame with Duplicates:
Station Temperature Humidity

0 A 30 60
1 B 35 55
2 C 40 65
0 A 30 60
1 B 35 55
2 C 40 65

DataFrame after removing duplicates:
Station Temperature Humidity

0 A 30 60
1 B 35 55
2 C 40 65

Explanation: - After concatenating df1 with itself, we have duplicate rows. The drop_duplicates()
method removes those duplicates, ensuring that each row is unique.

2.2.6 Time-Series Data Handling

Time-series data is a sequence of data points indexed in time order. Time-series analysis is fundamental
in many fields such as finance, climate science, economics, and stock market analysis. Pandas provides
powerful tools for working with time-series data, allowing you to perform various operations such as
date-time manipulation, resampling, and moving averages. This chapter will cover:

e Working with datetime objects.

e Date-time indexing.

e Resampling time-series data.

Rolling statistics.

Shifting and lagging time-series data.

By the end of this chapter, you will have the necessary tools to handle, manipulate, and analyze time-
series data with Pandas.

2.2.6.a Working with Datetime Objects

The first step in working with time-series data is ensuring that your data is in the correct datetime
format. Pandas has robust support for handling datetime objects, which allows for easy manipulation
and analysis of time-based data.

To convert a string or other type to a datetime object, you can use the pd.to_datetime() function.
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1 import pandas as pd

3 # Create a DataFrame with datetime strings

. data = { s L s s s 1,
5 : [30, 32, 35, 381}

¢ df = pd.DataFrame(data)

8 # Convert the ’Date’ column to datetime
o df[ ] = pd.to_datetime (df[ ID)
) print( , df)

DataFrame with Datetime column:
Date Temperature

0 2024-01-01 30
1 2024-01-02 32
2 2024-01-03 35
3 2024-01-04 38

Explanation: - We used pd.to_datetime () to convert the Date column into a datetime object, allowing
us to perform time-based operations like sorting, filtering, and resampling.

2.2.6.b Date-Time Indexing

Once you have datetime objects, you can use them as the index of your DataFrame. This is particularly
useful for time-series data, as it allows you to access data by date, filter by date ranges, and perform
time-based operations.

1 # Set the ’Date’ column as the <indecz
> df.set_index( , inplace=True)
print ( , df)

5 # Access data by date range
¢ subset = df[ : ]
7 print( , subset)

DataFrame with Date-Time Index:

Temperature
Date
2024-01-01 30
2024-01-02 32
2024-01-03 35
2024-01-04 38

Subset of data from 2024-01-02 to 2024-01-03:

Temperature
Date
2024-01-02 32
2024-01-03 35

Explanation: - By setting the Date column as the index, we can access data using date ranges. The
subset we retrieved contains only the rows for the dates from 2024-01-02 to 2024-01-03.

2.2.6.c Resampling Time-Series Data

Resampling is a common operation for time-series data. It allows you to change the frequency of your
data, either by downsampling (reducing the frequency) or upsampling (increasing the frequency). The
resample () function in Pandas is used for this purpose.

You can specify the desired frequency using a string like D’ for daily, *M’ for monthly, or *H’ for hourly.
You can then apply aggregation functions such as mean(), sum(), or median() to the resampled data.

1 # Resample data to a daily frequency and calculate the mean
2 df_resampled = df.resample( ) .mean ()
print ( , df _resampled)
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5 # Resample data to a monthly frequency
6 df_resampled_monthly = df.resample( ) .mean ()
7 print( , df _resampled_monthly)

Resampled Data (Daily Frequency):

Temperature
Date
2024-01-01 30
2024-01-02 32
2024-01-03 35
2024-01-04 38

Resampled Data (Monthly Frequency):
Temperature

Date

2024-01-31 33.75

Explanation: - The data is resampled to a daily frequency using resample(’D’) and aggregated with
mean(). Since we only have daily data in the example, the daily resampled data is the same as the
original data. - The monthly resampling (resample(’M’)) gives the mean temperature for the entire
month, which is 33.75 in this case.

2.2.6.d Rolling Statistics

Rolling statistics, such as rolling averages or rolling sums, are commonly used to smooth time-series
data or capture trends over a moving window. Pandas provides a rolling() method to compute these
statistics.

You can specify the window size (the number of previous data points to include) and the aggregation
function to apply (e.g., mean() or sum()).

1 # Calculate the rolling mean with a window of 2
2 df[ ] = daf[ ].rolling(window=2) .mean ()
3 print( , df)

DataFrame with Rolling Mean:
Temperature RollingMean

Date

2024-01-01 30 NaN
2024-01-02 32 31.000000
2024-01-03 35 33.500000
2024-01-04 38 36.500000

Explanation: - We calculated the rolling mean with a window size of 2. The first value of the rolling
mean is NaN because there is not enough data before it. - The rolling mean for each subsequent day is
the average of the current temperature and the previous day’s temperature.

2.2.6.e Shifting and Lagging Time-Series Data

Shifting and lagging operations are useful for calculating changes or differences between data points over
time. The shift() function allows you to shift data forward or backward by a specified number of
periods.

1 # Shift data by 1 period (lagging by 1 day)
2> df[ ] = dfl[ ].shift (1)
35 print( , df)

DataFrame with Lagged Temperature:

Temperature RollingMean LaggedTemperature
Date
2024-01-01 30 NaN NaN
2024-01-02 32 31.000000 30.0
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2024-01-03 35 33.500000 32.0
2024-01-04 38 36.500000 35.0

Explanation: - We used shift (1) to shift the temperature values by one period (one day in this case),
which helps calculate the difference between the current value and the previous day’s value.

2.2.7 Advanced Indexing and Multilndex

In Pandas, indexing is an essential tool for data manipulation and analysis. As datasets grow in com-
plexity, the need for more sophisticated indexing techniques arises. Multi-level indexing, or Multilndex,
is a powerful feature in Pandas that allows you to handle and analyze hierarchical or multi-dimensional
data. This chapter will cover:

Introduction to Multilndex.

Creating Multilndex objects.

Accessing data with Multilndex.

Resetting and setting indexes.

Stacking and unstacking Multilndex data.

By the end of this chapter, you will be able to use Multilndex to manipulate and analyze more complex
datasets.

2.2.7.a Introduction to Multilndex

A Multilndex is a hierarchical index that allows you to store multiple index levels in a DataFrame or
Series. This is particularly useful when you have multi-dimensional data or data that naturally fits into
a hierarchical structure. Multilndex makes it easier to access data in higher dimensions, similar to how
you might work with multi-dimensional arrays in other libraries like NumPy.

Let’s start by creating a simple Multilndex.

1 import pandas as pd

3 # Create a MultiIndex from tuples

4+ index = pd.MultiIndex.from_tuples ([( , 2024), ( , 2024), ( , 2025), ( ,
2025)1],

5 names=[ , D

7 # Create a DataFrame with MultiIndex
s df = pd.DataFrame ({ : [30, 35, 32, 36]}, index=index)
o print( , df)

DataFrame with MultiIndex:

Temperature
Station Year
A 2024 30
B 2024 35
A 2025 32
B 2025 36

Explanation: - The DataFrame is indexed by two levels: Station and Year. - The index is created
using the MultiIndex.from_tuples() function, where each tuple represents a combination of Station
and Year. - The names of the index levels are provided as [’Station’, ’Year’].
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2.2.7.b Accessing Data with Multilndex

Once you have a Multilndex, you can access data using both levels of the index. You can use the .loc[]
method for label-based indexing, or .xs() for cross-section extraction.

1 # Accessing data using .loc/[] with MultiIndez
temperature_station_a_2024 = df.loc[( , 2024)]
print ( , temperature_station_a_2024)

5 # Using .zs() to extract a cross-section of data for all stations in 2024
6 cross_section_2024 = df.xs (2024, level= )
7 print( , cross_section_2024)

Temperature for Station A in 2024:
Temperature 30
Name: (A, 2024), dtype: int64

Cross-section for Year 2024:

Temperature
Station
A 30
B 35

Explanation: - The .loc[] method allows you to access data based on both index levels. In this
example, we accessed the temperature for Station A in the year 2024. - The .xs() method is used to
extract a cross-section of data. Here, we extracted the data for all stations in the year 2024.

2.2.7.c Resetting and Setting Indexes

You can easily reset the index of a DataFrame and convert it back into columns. The reset_index()
function is used to reset the index, and set_index () is used to create a new index from columns.

# Reset the index of the DataFrame
df _reset = df.reset_index ()
print ( , df _reset)

oA W N e

# Set the index of the DataFrame wusing columns
¢ df_set = df_reset.set_index ([ , n
7 print( , df_set)

DataFrame after resetting the index:
Station Year Temperature

0 A 2024 30
1 B 2024 35
2 A 2025 32
3 B 2025 36

DataFrame after setting the index back:

Temperature
Station Year
A 2024 30
B 2024 35
A 2025 32
B 2025 36
Explanation: - The reset_index() method moves the current index back into columns, and the

DataFrame is no longer indexed by Station and Year. - We then use set_index() to set the Station
and Year columns as the index again.

2.2.7.d Stacking and Unstacking Data

The stack() and unstack() methods are used to reshape data with Multilndex. stack() compresses
the columns into rows (i.e., pivoting the columns), and unstack() does the opposite, converting rows
into columns.
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1 # Stack the DataFrame (move columns %nto rows)
> stacked_df = df.stack()
3 print( , stacked_df)

5 # Unstack the DataFrame (move rows into columns)
¢ unstacked_df = stacked_df.unstack()
7 print( , unstacked_df)

Stacked DataFrame:
Station Year

A 2024 Temperature 30
B 2024 Temperature 35
A 2025 Temperature 32
B 2025 Temperature 36

dtype: inté64

Unstacked DataFrame:

Temperature
Station Year
A 2024 30
B 2024 35
A 2025 32
B 2025 36

Explanation: - The stack() method converts the columns of the DataFrame into rows, creating a
Series with a hierarchical index. - The unstack() method reverses the stacking process, converting the
rows back into columns.

2.2.7.e Sorting with MultiIndex

Sorting data with a Multilndex is straightforward using the sort_index() method. You can sort by one
or more levels of the index.

1 # Sort the DataFrame by indexz (both levels)
2 sorted_df = df.sort_index()
5 print( , sorted_df)

DataFrame after sorting by index:

Temperature
Station Year
A 2024 30
A 2025 32
B 2024 35
B 2025 36

Explanation: - The sort_index() method sorts the DataFrame based on its index. In this case, it
sorts first by the Station level and then by the Year level.
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2.3 Matplotlib — Visualization with Python

2.3.1 Introduction to Matplotlib

Matplotlib is one of the most popular data visualization libraries in Python. It provides a comprehensive
range of tools for creating static, animated, and interactive plots. Matplotlib is particularly useful when
working with data in scientific computing, engineering, and data analysis, as it allows for clear and
customizable plots that help to better understand and interpret data.

This chapter provides an introduction to Matplotlib, covering the following;:

e Overview of Matplotlib and installation.
e The basic structure of a plot in Matplotlib.
e Creating simple plots (line plot, scatter plot, bar chart).

e Saving plots as image files.

2.3.1.a Overview of Matplotlib

Matplotlib is a powerful library for creating visualizations in Python. It is often used in conjunction with
other libraries such as NumPy and Pandas to create visual representations of datasets. The primary
interface for Matplotlib is pyplot, which provides functions for creating and customizing plots in a simple
and intuitive way.

To get started with Matplotlib, you need to install it. You can install Matplotlib using pip:

pip install matplotlib

Once installed, you can import Matplotlib and use it to create plots.

1 import matplotlib.pyplot as plt
# Create a simple plot

Lox (o, 1, 2, 3, 4]

o, 1, 4, 9, 16l

5y

6

7 plt.plot(x, y) # Create a line plot
s plt.title( )

o plt.xlabel( )

10 plt.ylabel( )

1 plt.show()

Explanation: - In this example, we imported Matplotlib’s pyplot module as p1t. - We created a simple
line plot with the data points x and y. - The plt.plot(x, y) function plots the data, and plt.title(),
plt.xlabel(), and plt.ylabel() add the title and labels to the axes.

2.3.2 Basic Plot Types

Matplotlib supports a variety of plot types. Here are a few basic types that are commonly used:

e Line Plot: Displays data as a series of points connected by straight lines.

e Scatter Plot: Displays data as individual points, helpful for showing relationships between vari-
ables.

e Bar Chart: Used for comparing discrete values across categories.

We will now explore these basic plot types.
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2.3.2.a Line Plot

A line plot is the most basic type of plot, useful for displaying trends over time or continuous data.

1 # Exzample: Line plot of quadratic data
> x = [0, 1, 2, 3, 4]
y = [0, 1, 4, 9, 16]

plt.plot(x, y)

6 plt.title( )
7 plt.xlabel( )

s plt.ylabel( )

o plt.grid(True)

o plt.show()

Quadratic Function

16

144

12 4

10 4

Y-axis
®

0.0 05 10 15 2.0 2.5 3.0 35 4.0
Xaxis

Figure 2.1: Line plot of a quadratic function

Explanation: - In this example, we plotted a quadratic function (y = 22). - The plt.grid(True) adds
a grid to the plot, which helps in visually comparing values. - The plot is displayed using plt.show().

2.3.2.b Scatter Plot

Scatter plots are useful for visualizing the relationship between two variables, where each point represents
a pair of values.

Example: Scatter plot
(1, 2, 3, 4, 5]
(5, 4, 3, 2, 1]

[
H*

<
o

plt.scatter(x, y)

6 plt.title( )
7 plt.xlabel( )

s plt.ylabel( )

9 plt.show()

Explanation: - The scatter plot shows an inverse relationship between x and y, as the points follow a
downward trend. - Scatter plots are particularly useful for spotting correlations between variables.

2.3.2.c Bar Chart

Bar charts are used for comparing quantities across different categories. You can use bar charts for both
vertical and horizontal comparisons.

1 # Exzample: Bar chart

> categories = [ , ) ) > ]
;  values = [3, 7, 2, 5, 8]

4

5 plt.bar(categories, values)

6 plt.title( )
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Scatter Plot

504 e

4.51

4.01 L]

354

304 L]

Y-axis

2.54

2.0 L[]

10 15 2.0 25 3.0 35 4.0 45 5.0
X-axis

Figure 2.2: Scatter plot showing inverse relationship

7 plt.xlabel("Category")
s plt.ylabel("Value")
9 plt.show()

Bar Chart Example

c E
Category

Figure 2.3: Bar chart comparing values across categories

Explanation: - The plt.bar() function is used to create vertical bars for each category.
useful chart for comparing discrete data across different categories.

2.3.2.d Saving Plots as Image Files

. - This is a

Once you create a plot, you can save it as an image file using the savefig() function. This is useful

when you want to export your plots for reports or presentations.

1 # Saving the plot as an image file
> plt.plot(x, y)

3 plt.title("Saved Line Plot'")

4 plt.xlabel("X-axis")

5 plt.ylabel("Y-axis")

6 plt.savefig("figures_2_3/004.png") # Save the plot as a PNG image

Explanation: - The savefig() function saves the plot as an image file (in this case, a PNG). - You

can specify the file format (e.g., PNG, PDF, SVG) by changing the file extension.

These fundamental tools will allow you to create simple visualizations, which can be customized and
extended as needed for more complex datasets. In the next chapter, we will explore more advanced plot-
ting techniques, including customizing plot appearance, adding annotations, and working with multiple

plots.
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2.3.3 Plot Customization

Customizing the appearance of plots is crucial for creating clear, informative, and aesthetically pleasing
visualizations. Matplotlib provides extensive customization options, allowing you to modify nearly every
aspect of your plot. In this chapter, we will explore how to:

e Customize plot titles, axis labels, and legends.

e Modify colors, line styles, and markers.

e Adjust axis limits and ticks.

e Add annotations to plots.

These customizations will help you create professional-looking visualizations that convey your data more
effectively.

2.3.3.a Customizing Titles and Labels

Titles and axis labels are essential for providing context to your plot. Matplotlib allows you to customize
the title and labels with different fonts, colors, and positions.

1 import matplotlib.pyplot as plt
# Data for plotting

X [o, 1, 2, 3, 4]

y o, 1, 4, 9, 16l

o oa W

7 # Create a basic line plot
s plt.plot(x, y)

lo # Customize title and labels

i plt.title( , fontsize=16, color= , loc= ) # Title
customization

12 plt.xlabel( , fontsize=12, color= ) # X-azis label customization

13 plt.ylabel( , fontsize=12, color= ) # Y-azis label customization

i+ plt.show()

Customized Line Plot

16

144

12 4

10 4

‘Y-axis
©

0.0 05 10 15 2.0 2.5 3.0 3.5 4.0
X-axis

Figure 2.4: Line plot with customized title and labels

Explanation: - The plt.title() function allows you to set the title of the plot. You can customize the
font size, color, and alignment using the fontsize, color, and loc parameters. - The plt.xlabel()
and plt.ylabel() functions are used to set the x-axis and y-axis labels, with similar customization
options.

2.3.3.b Customizing Line Styles, Colors, and Markers

Matplotlib allows you to customize the appearance of lines, including their color, style, and markers.
You can specify these properties directly in the plot function or using additional arguments.
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1 # Create a line plot with customized line style, color, and markers
2 plt.plot(x, y, linestyle= , color= , marker= , markersize=8)

i # Customize title and labels

5 plt.title( , fontsize=16)
6 plt.xlabel( , fontsize=12)
7 plt.ylabel( , fontsize=12)

s plt.show()

Line Plot with Custom Styles
16 [ ]

144 J/
124 /

10 4 .

Y-axis
®
N
\

Figure 2.5: Line plot with customized line style, color, and markers

Explanation: - The 1inestyle argument controls the line style. In this example, -’ creates a dashed
line. - The color argument specifies the color of the line. You can use color names or hexadecimal color
codes. - The marker argument specifies the shape of the markers (e.g., ’o’ for circles), and markersize
controls their size.

2.3.3.c Customizing Axis Limits and Ticks

Sometimes, you may want to adjust the axis limits or modify the tick marks for better visualization of
your data. You can use the plt.x1im(), plt.ylim(), and plt.xticks() functions to customize the
axes and ticks.

1 # Create a simple plot
2 plt.plot(x, y)

1 # Customize axzis limits and ticks

5 plt.xlim(-1, 5) # Set z-azis limits

6 plt.ylim(-1, 20) # Set y-aztis limits

7 plt.xticks ([0, 1, 2, 3, 4, 5]) # Set z-azis ticks
s plt.yticks ([0, 5, 10, 15]) # Set y-azis ticks

o plt.title( , fontsize=16)
1 plt.xlabel( , fontsize=12)

1> plt.ylabel( , fontsize=12)

i3 plt.show()

Explanation: - The plt.x1im() and plt.ylim() functions are used to set the limits for the x and y
axes. - The plt.xticks() and plt.yticks() functions allow you to set custom tick positions on the x
and y axes.

2.3.3.d Adding Legends

Legends are helpful for distinguishing between different data series in a plot. You can add a legend using
the plt.legend () function.

1 # Create two line plots
2 plt.plot(x, y, label= , color= )
plt.plot(x, [i**1.5 for i in x], label= , color= )



Python and Statistics for Climate Informatics 69

Plot with Custom Axis Limits and Ticks

154

Figure 2.6: Line plot with custom axis limits and ticks

5 # Add a legend
6 plt.legend(title= )

8 # Customize title and labels

o plt.title( , fontsize=16)
0 plt.xlabel( , fontsize=12)
i1 plt.ylabel( , fontsize=12)

12 plt.show()

Line Plot with Legend

16 Functions.

‘Y-axis
©

0.0 05 10 15 2.0 2.5 3.0 3.5 4.0
X-axis

Figure 2.7: Line plot with multiple series and a legend

Explanation: - The label parameter in the plt.plot() function is used to specify the legend label
for each line. - The plt.legend() function adds the legend to the plot. You can also use the title
parameter to give the legend a title.

2.3.4 Multiple Subplots

When working with data visualizations, it’s often helpful to display multiple plots in a single figure.
Matplotlib provides several ways to create multiple plots, including the subplots () function for arranging
plots in a grid and the gridspec layout for more customized arrangements. In this chapter, we will
explore both methods for creating multiple subplots and customizing their appearance.

e Creating multiple subplots using subplots().
e Customizing subplots with gridspec.
e Adjusting subplot spacing and layout.

By the end of this chapter, you will have a solid understanding of how to manage multiple subplots
efficiently and customize their layout to suit your needs.
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2.3.4.a Creating Multiple Subplots with subplots()

The subplots() function is the simplest way to create multiple subplots in a grid. You can specify the
number of rows and columns, and it will return an array of axes objects for each subplot. Each plot can
then be customized independently.

1 import matplotlib.pyplot as plt

RN

# Create multiple subplots (2 rows, 2 columns)
. fig, axes = plt.subplots(2, 2, figsize=(10, 8))

6 # Plotting on each subplot

7 axes[0, O0].plot([O, 1, 2, 3], [0, 1, 4, 9], color= )

¢ axes[0, 0].set_title( )

9

o axes[0, 1].bar([1, 2, 3, 4], [5, 7, 3, 4], color= )

11 axes [0, 1].set_title( )

L2

5 axes[1, 0].scatter([1, 2, 3, 4], [5, 7, 3, 4], color= )
ls axes[1, 0].set_title( )

15

le axes[1, 1].hist([1, 2, 2, 3, 3, 3, 4], bins=4, color= )
17 axes[1, 1].set_title( )

1o # Adjust spacing between subplots
o plt.tight_layout ()

T T
(I

plt.show ()

Plot 1: Line Plot 2: Bar

00 os 10 15 20 25 30 o5 10 15 20 25 30 35 40 45
Plot 3: Scatter Plot 4: Histogram
70 . 30

Figure 2.8: Multiple subplots using subplots()

Explanation: - In this example, we created a 2x2 grid of subplots using plt.subplots(2, 2). The
figsize parameter controls the overall figure size. - Each subplot is accessed using the axes array. For
instance, axes[0, 0] corresponds to the first subplot (top-left). - We used different plot types (line,
bar, scatter, and histogram) in each subplot. - The plt.tight_layout() function adjusts the spacing
between subplots for better readability.

2.3.4.b Customizing Subplots with gridspec

While subplots() is a simple way to create multiple subplots, gridspec provides more control over
subplot layouts. It allows for complex arrangements, such as having subplots of different sizes or spanning
across multiple rows or columns.

1 import matplotlib.gridspec as gridspec

3 # Create a figure and a gridspec layout
1+ fig = plt.figure(figsize=(10, 8))

5 gs = gridspec.GridSpec(2, 2, figure=fig)
6

7 # Define subplots with specific grid positions
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¢ axl = fig.add_subplot(gs[0, 0]) # First subplot in position (0, 0)

o ax2 fig.add_subplot(gs[0, 1]1) # First subplot in position (0, 1)

o ax3 = fig.add_subplot(gs[l, :]) # Second subplot spanning across two columns (1, 0
and 1)

2 # Plotting on each subplot

s axl.plot([O, 1, 2, 3], [0, 1, 4, 9], color= )

e axl.set_title( )

15

¢ ax2.bar([1, 2, 3, 4], [5, 7, 3, 4], color= )

17 ax2.set_title( )

I8

lo ax3.scatter([1, 2, 3, 4], [5, 7, 3, 4], color= )
bo ax3.set_title( )

2 # Adjust layout
3 plt.tight_layout ()

5 plt.show()

Plot 1: Line Plot 2: Bar

7
6
B
4
3
2
1

o
00 o5 10 15 20 25 30 05 10 15 20 25 30 35 40 45

Plot 3: Scatter

Figure 2.9: Multiple subplots using gridspec

Explanation: - We used gridspec.GridSpec() to define the layout of the subplots. In this case,
the layout is 2 rows by 2 columns. - The subplot ax3 spans across two columns in the second row by
specifying gs[1, :]. - This allows more flexibility in designing the layout, with the ability to create
larger plots in specific positions.

2.3.4.c Adjusting Subplot Spacing and Layout

When working with multiple subplots, it is often necessary to adjust the spacing between them to
ensure that the plots do not overlap or appear too close together. The plt.tight_layout() function
is commonly used to automatically adjust spacing, but you can also manually adjust spacing using
plt.subplots_adjust().

1 # Create a 2z2 grid of subplots

> fig, axes = plt.subplots(2, 2, figsize=(10, 8))

1 # Plotting on each subplot

5 axes[0, 0].plot([O, 1, 2, 3], [0, 1, 4, 9], color= )

s axes[0, 0].set_title( )

s axes[0, 1].bar([1, 2, 3, 41, [5, 7, 3, 4], color= )

o axes[0, 1].set_title( )

IO

i1 axes[1, 0].scatter([1, 2, 3, 4], [56, 7, 3, 4], color= )
> axes[1, 0].set_title( )

I3
ls axes[1, 1].hist([1, 2, 2, 3, 3, 3, 4], bins=4, color= )
5 axes[1, 1].set_title( )

6

17 # Adjust spacing manually
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¢ plt.subplots_adjust(wspace=0.4, hspace=0.4) # Adjust horizontal and vertical spacing
L9

0 plt.show ()

Plot 1: Line Plot 2: Bar

00 05 10 15 20 25 30 1 2 3 3

Plot 3: Scatter Plot 4: Histogram
.

10 15 20 25 30 35 40 10 15 20 25 30 35 40

Figure 2.10: Adjusted subplots with custom spacing

Explanation: - The plt.subplots_adjust() function allows you to adjust the spacing between sub-
plots. The wspace parameter controls the horizontal spacing, and hspace controls the vertical spacing.
- This is useful when you need to make adjustments beyond what tight_layout () can do automatically.

2.3.5 Advanced Plotting Techniques

In addition to basic plotting, Matplotlib offers advanced plotting techniques that allow you to create
more sophisticated and visually appealing charts. These techniques are particularly useful when you
need to represent more complex data or emphasize specific patterns or relationships. In this chapter, we
will cover the following:

o Stacked plots (stacked bar and line plots).

e Area charts for representing cumulative data.

Pie charts for showing proportions.

Error bars for showing uncertainty in data.

Polar plots for visualizing data in polar coordinates.

Each technique has specific use cases, and we will explore examples to illustrate when and how to use
them effectively.

2.3.5.a Stacked Plots

Stacked plots allow you to visualize multiple data series on top of each other. This is particularly useful
for displaying cumulative values or comparing parts to the whole.

Stacked Bar Plot:

A stacked bar plot is useful for comparing the composition of different categories over time or across
different groups.

1 import matplotlib.pyplot as plt

3 # Data for stacked bar plot

1 categories = [ , R , ]
5 valuesl = [3, 7, 2, 5]

6 values2 = [4, 6, 8, 3]
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s # Create stacked bar plot
o plt.bar(categories, valuesl, label= , color= )
o plt.bar(categories, values2, bottom=valuesl, label= , color= )

2 # Customize plot

13 plt.title( )
+ plt.xlabel( )

15 plt.ylabel( )

16 plt.legend()

s plt.show()

Stacked Bar Plot

N Series 1
121 Series 2

10 4

Values

A B C D
Category

Figure 2.11: Stacked bar plot showing two series for each category

Explanation: - In the stacked bar plot, the bars are stacked on top of each other, allowing you to
compare the contribution of each series to the total value for each category. - The bottom parameter in
plt.bar() is used to stack the second series on top of the first.

Stacked Line Plot:

Stacked line plots work similarly to stacked bar plots but are useful when representing continuous data
over time.

1 # Data for stacked line plot
> x = [0, 1, 2, 3, 4]
s yi1 = 1[0, 1, 2, 3, 4]

2, 3, 4

+ y2 = [1, 2, 3, 4, 5]

6 # Create stacked line plot

7 plt.fill_between(x, yl, color= , alpha=0.5, label= )
¢ plt.fill_between(x, y2, color= , alpha=0.5, label= )

o # Customize plot

1 plt.title( )
1> plt.xlabel( )

i3 plt.ylabel( )

L4

plt.legend ()

6  plt.show()

Explanation: - The £i11 between() function fills the area between two data points, creating a stacked
effect. In this example, the two series are plotted as areas under the curves.

2.3.5.b Area Charts

Area charts are useful for visualizing the cumulative total of data over a continuous range. They help
emphasize the magnitude of change over time or other continuous variables.

1 # Create an area chart
> x = [0, 1, 2, 3, 4]
yi1 = [1, 3, 5, 7, 9]
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Stacked Line Plot

54 Series 1
Series 2

Y-axis

0.0 0.5 1.0 15 2.0 25 3.0 35 4.0
X-axis

Figure 2.12: Stacked line plot showing the area between two series

6 plt.fill_between(x, yl, color= , alpha=0.5, label= )
7 plt.fill_between(x, y2, color= , alpha=0.5, label= )
o plt.title( )

1o plt.xlabel( )

i1 plt.ylabel( )

1> plt.legend()

i+ plt.show()

Area Chart

10 4 Series 1
Series 2

Y-axis

0.0 05 1.0 15 2.0 25 3.0 35 4.0
Xaxis

Figure 2.13: Area chart showing the cumulative total of two series
Explanation: - The £ill between() function is used to create the filled areas between the data series.

The shaded areas represent the cumulative values over time, highlighting the contribution of each series.

2.3.5.c Pie Charts

Pie charts are a simple way to show the proportions of a whole. Each slice of the pie represents a
category’s contribution to the total. While useful in some contexts, pie charts are often best suited for
showing a limited number of categories.

1 # Data for pie chart

2 labels = [ s s s ]

3 sizes = [256, 35, 20, 20]

1

5 # Create a pte chart

6 plt.pie(sizes, labels=labels, autopct= , startangle=90)
s plt.title( )

o plt.show()

Explanation: - startangle=90 rotates the pie chart so the first slice starts from the top.
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Pie Chart Example

Figure 2.14: Pie chart showing proportions of different categories

2.3.5.d Error Bars

Error bars are used to represent uncertainty or variability in data. They can be added to various types
of plots, such as line plots or scatter plots, to show the range of possible values.

1 # Data for error bars

> x = [0, 1, 2, 3, 4]

s y= [0, 1, 4, 9, 16]

4+ yerr = [0.5, 0.4, 0.3, 0.6, 0.4] # Error walues

6 # Create a plot with error bars
7 plt.errorbar(x, y, yerr=yerr, fmt=’'-o’, color=’blue’, label="Data with error bars'")

o plt.title("Plot with Error Bars")
lo plt.xlabel("X-axis")

1 plt.ylabel("Y-axis")

2 plt.legend()

i+ plt.show()

Plot with Error Bars

—$— Data with error bars

Y-axis
~
0

5.0 4

2.5

0.0

0.0 0.5 1.0 15 2.0 2.5 3.0 35 4.0
Xaxis

Figure 2.15: Line plot with error bars
Explanation: - The plt.errorbar() function adds error bars to the plot. The yerr parameter specifies

the error values for the y-axis. - fmt=’-0" specifies a line plot with circular markers.

2.3.5.e Polar Plots

Polar plots are used for visualizing data in polar coordinates, where each data point is defined by a radius
(distance from the origin) and an angle (angle from a reference axis). They are often used in applications
such as radar or circular data analysis.

1 # Data for polar plot
> theta = [0, 1, 2, 3, 4]
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s r = [1, 2, 3, 4, 5]

5 # Create a polar plot
¢ plt.polar(theta, r, color= )

s plt.title( )
9 plt.show()

Polar Plot Example
90°

Figure 2.16: Polar plot showing data in polar coordinates

Explanation: - The plt.polar() function creates a polar plot, where theta represents the angle and
r represents the radius of each data point.

2.3.6 Saving and Exporting Plots

Once you have created a plot in Matplotlib, it is often necessary to save the plot as an image file for
later use. This is especially important when preparing figures for reports, presentations, or publications.
Matplotlib offers several functions and options for saving plots to different file formats, adjusting the
resolution, and customizing the output.

In this chapter, we will cover:

e Saving plots to various file formats (PNG, PDF, SVG, etc.).
e Adjusting the resolution (DPT).
e Specifying figure size and output quality.

e Saving interactive plots.

By the end of this chapter, you will be equipped with the tools to export your plots in high quality and
in different formats, suitable for publishing or sharing.

2.3.6.a Saving Plots to Different File Formats

Matplotlib allows you to save plots in a variety of formats, including PNG, PDF, SVG, and others. The
savefig() function is used to save plots to a file. You can specify the file format by simply changing
the file extension.

Here is an example of saving a plot as a PNG file.

1 import matplotlib.pyplot as plt

# Data for plotting
(o, 1, 2, 3, 4]
o, 1, 4, 9, 16]

3
40X
¥

6
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7 # Create a simple plot
s plt.plot(x, y)

lo # Save the plot as a PNG file
i1 plt.savefig( )

13 # Display the plot
i«  plt.show()

Explanation: - The savefig() function is used to save the plot. By specifying the file name with a
”.png” extension, the plot is saved in PNG format. - You can change the extension to .pdf, .svg, .jpg,
or any other supported file format to save in different formats.

2.3.6.b Adjusting Resolution (DPI)

Resolution is an important factor when saving plots, especially for high-quality publications. The DPI
(dots per inch) setting controls the resolution of the saved image. Higher DPI values result in higher
resolution images, which are better suited for printing or publications.

1 # Save the plot with high resolution (DPI)

2 plt.plot(x, y)

;. plt.savefig( , dpi=300) # Save with 300 DPI
1

5 plt.show()

Explanation: - The dpi parameter specifies the resolution of the saved image. In this case, we set the
DPI to 300, which is suitable for high-quality printing. - A typical DPI for web images is 72, but for
print, you might want to use a higher value, such as 300 or 600, depending on the quality requirements.

2.3.6.c Specifying Figure Size

Matplotlib allows you to specify the figure size when saving a plot. This is useful if you need the plot to
fit within certain dimensions (e.g., for publication or presentations). You can set the figure size either
when creating the figure or when saving it.

1 # Set the figure stize before plotting

2> plt.figure(figsize=(10, 6)) # Width: 10 inches, Height: 6 inches
1+ # Create a plot

plt.plot(x, y)

7 # Save the plot with the specified figure size
s plt.savefig( , dpi=300)

o plt.show()

Explanation: - The figsize parameter is used when creating the figure. It takes a tuple of width
and height in inches. - By specifying a larger figure size, you can ensure that your plot fits well in the
intended output format (e.g., reports or slides).

2.3.6.d Saving Interactive Plots

Matplotlib also supports saving interactive plots, but this requires the use of the plt.savefig() function
in combination with the correct interactive backend. While interactive plots can be displayed directly
within Jupyter Notebooks or GUI applications, they can also be saved in formats that retain their
interactivity, such as PDF or SVG.

1 # Create an interactive plot
> fig, ax = plt.subplots()
ax.plot(x, y)

3
4
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# Save the interactive plot as a PDF (interactive plots are supported in PDF)
6 plt.savefig( )

s plt.show()

Explanation: - The savefig() function saves interactive plots in formats such as PDF or SVG. These
formats can preserve certain interactive features, such as zooming or panning, when viewed in appropriate
viewers. - Note that not all formats (such as PNG or JPEG) support interactive features.

2.3.6.e Vector Graphics (SVG, PDF, EPS)

For high-quality plots, especially when preparing figures for publication, it’s often recommended to use
vector graphics formats, such as SVG, PDF, or EPS. These formats scale well without loss of quality,
making them ideal for printed materials.

1 # Save the plot as a wvector graphic (SVG format)

2 plt.plot(x, y)

3 plt.savefig( ) # Save as SVG (wvector graphic)
4

plt.show ()

Explanation: - Vector formats like SVG and PDF retain the quality of your plot at any zoom level,
making them perfect for high-resolution publications. - Unlike raster graphics (e.g., PNG, JPEG), vector
graphics are not pixel-based, which means they do not lose quality when resized.

2.3.6.f Adjusting Image Quality and Transparency

You can adjust the quality of the saved image by setting the quality parameter when saving in JPEG
format, or you can make the image transparent by adjusting the transparent parameter.

1 # Save the plot with transparent background (for PNG and SVG)
> plt.plot(x, y)

3 plt.savefig( , transparent=True)
1

5 # Save the plot with spectific quality (for JPEG)

¢ plt.savefig( , quality=95)

s plt.show()

Explanation: - The transparent=True parameter makes the background of the plot transparent,
which is useful when overlaying plots on different backgrounds (e.g., for presentations). - The quality
parameter controls the quality of JPEG images. Higher values result in better quality, but larger file
sizes.
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2.4 Datetime — Basic date and time types

2.4.1 Introduction to the datetime Module

Dates and times are essential components of many programs, from climate and atmospheric applications
to scientific computing. Python’s datetime module provides a robust framework for working with dates
and times, making it easier to perform operations such as date arithmetic, formatting, and parsing. In
this chapter, we will explore:

e Overview of the datetime module.

e Key classes in the datetime module.

e Basic usage for creating and manipulating date and time objects.

By the end of this chapter, you will have a solid understanding of how to use Python’s datetime module
for handling date and time data.

2.4.1.a Overview of the datetime Module

The datetime module provides several classes to represent dates, times, and intervals. It supports
operations like date and time arithmetic, comparison, and conversion between different formats. Some
of the key classes in the module include:

e datetime: Combines both date and time into a single object.

e date: Represents the date (year, month, day) without the time.

e time: Represents the time (hour, minute, second, microsecond) without the date.

e timedelta: Represents the difference between two dates or times.

e tzinfo: A base class for dealing with time zone information.

These classes allow you to perform a wide range of operations, such as getting the current date and time,
calculating the difference between two dates, and formatting dates in various ways.

2.4.1.b Key Classes in datetime

Let’s explore the core classes provided by the datetime module.
The datetime Class:

The datetime class is the most comprehensive class in the module. It represents a specific moment in
time, combining both the date and the time. You can create a datetime object by passing the year,
month, day, hour, minute, second, and microsecond.

1 import datetime

# Create a datetime object for a specific date and time
dt = datetime.datetime (2024, 11, 17, 15, 30, 0)
print ( , dt)

oA W w

Datetime Object: 2024-11-17 15:30:00

Explanation: - The datetime object is created using the datetime.datetime() constructor. - The
object represents the date and time November 17, 2024, 3:30:00 PM.

The date Class:
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The date class represents the date (year, month, and day) without any time information. It can be
created using datetime.date().

1 # Create a date object
2> d = datetime.date (2024, 11, 17)
35 print( , d)

Date Object: 2024-11-17

Explanation: - The date object represents the date November 17, 2024. - It excludes any time-related
data, such as hour, minute, or second.

The time Class:

The time class represents the time of day (hour, minute, second, microsecond), but it does not include
the date.

1 # Create a time object
2> t = datetime.time (15, 30, 0)
3 print( , t)

Time Object: 15:30:00

Explanation: - The time object represents the time 15:30:00 (or 3:30 PM) without any date-related
information.

The timedelta Class:

The timedelta class represents a difference between two datetime objects. It is often used for date
arithmetic, such as adding or subtracting days, hours, or minutes.

1 # Create a timedelta object
> delta = datetime.timedelta(days=5, hours=3)
print ( , delta)

Timedelta Object: 5 days, 3:00:00

Explanation: - The timedelta object represents a time difference of 5 days and 3 hours. - This class
is useful when performing operations like adding 5 days to a given date or calculating the difference
between two dates.

2.4.1.c Basic Usage of datetime

Now that we have introduced the main classes, let’s explore how to use them for common operations like
getting the current date and time, comparing dates, and performing simple date arithmetic.

Getting the Current Date and Time:

You can get the current date and time by using the datetime.now() method.

1 # Get the current date and time
now = datetime.datetime.now ()
print ( , now)

Current Date and Time: 2024-11-17 15:30:00.123456

Explanation: - The now() method returns the current date and time, including microseconds. - You
can use this method to get the current timestamp for use in various calculations.

Extracting Components from a datetime Object:

Once you have a datetime object, you can extract individual components like the year, month, day,
hour, minute, and second.
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1 # Exztract components from a datetime object

2 year = now.year
3 month = now.month

1 day = now.day

5 hour = now.hour

¢ minute = now.minute
7 second = now.second
8

o print(f

Year: 2024, Month: 11, Day: 17, Hour: 15, Minute: 30, Second: O

Explanation: - You can easily access the components of a datetime object using attributes such as
year, month, and hour.

Performing Date Arithmetic with timedelta:

You can use timedelta objects to perform arithmetic operations on dates and times. For example, you
can add or subtract days from a datetime object.

1 # Add 5 days to the current date
2 mnew_date = now + datetime.timedelta(days=5)
print( , new_date)

5 # Subtract 3 hours from the current time
6 mnew_time = now - datetime.timedelta(hours=3)
7 print( , new_time)

New Date after Adding 5 Days: 2024-11-22 15:30:00.123456
New Time after Subtracting 3 Hours: 2024-11-17 12:30:00.123456

Explanation: - By using timedelta, we can add or subtract a specific amount of time from a datetime
object. In this case, we added 5 days and subtracted 3 hours.

2.4.2 Working with Date Objects

The date class in Python’s datetime module is used to represent a calendar date without the time
component. It is particularly useful when you need to work only with the date (year, month, day) and
not the time of day. In this chapter, we will explore:

Creating date objects.

Accessing date components.

Performing date arithmetic (adding and subtracting days).

e Comparing date objects.

Handling today’s date and working with the current date.

By the end of this chapter, you will have a good understanding of how to work with dates in Python
and how to perform basic operations on date objects.

2.4.2.a Creating Date Objects

You can create a date object by using the datetime.date () constructor, which takes three arguments:
year, month, and day. Here’s an example of creating a date object for November 17, 2024.
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1 import datetime

3 # Create a date object for Nowvember 17, 2024
1 d = datetime.date (2024, 11, 17)
5 print( , d)

’ Date Object: 2024-11-17

Explanation: - The datetime.date() constructor is used to create a date object. We passed the year
(2024), month (11), and day (17) to create the date 2024-11-17. - The resulting object is a date without
any time information.

2.4.2.b Accessing Date Components

Once you have a date object, you can access individual components like the year, month, and day using
the corresponding attributes.

1 # Access components of the date object
2 year = d.year

3 month = d.month
1 day = d.da

<

6 print(f )

Year: 2024, Month: 11, Day: 17

Explanation: - The year, month, and day attributes allow you to extract specific components from a
date object.

2.4.2.c Performing Date Arithmetic

You can perform arithmetic on date objects using the timedelta class. timedelta represents the
difference between two dates or times. You can add or subtract days from a date object by using
timedelta.

Adding and Subtracting Days:

You can add or subtract a number of days to/from a date using timedelta. Here’s an example of adding
and subtracting days from a date.

1 # Add 5 days to the date
2> delta = datetime.timedelta(days=5)
new_date = d + delta
1+ print( , new_date)

6 # Subtract 10 days from the date

7 delta_subtract = datetime.timedelta(days=10)
s mnew_date_subtract = d - delta_subtract
o print( , new_date_subtract)

Date after Adding 5 Days: 2024-11-22
Date after Subtracting 10 Days: 2024-11-07

Explanation: - The timedelta(days=5) creates a time difference of 5 days, which we then add to the
original date 2024-11-17. - Similarly, we subtract 10 days using timedelta(days=10).

2.4.2.d Comparing Date Objects

You can compare date objects using standard comparison operators (==, !=, i, =, {, {=). This is
useful when you need to check if one date is earlier or later than another.
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1 # Create another date object
> d2 = datetime.date (2024, 11, 25)

1 # Compare the two dates
5 print( , d < d2)
6 print( , d == d2)

Is d before d27 True
Is d equal to d27 False

Explanation: - The comparison operators allow you to compare two date objects. In this case, d
(2024-11-17) is earlier than d2 (2024-11-25), so the first comparison is True. - The second comparison
checks whether d is equal to d2, which is False because the dates are different.

2.4.2.e Getting Today’s Date

The datetime.date.today() method allows you to get the current date according to the system’s local
time.

1 # Get today’s date
> today = datetime.date.today()
3 print( , today)

Today’s Date: 2024-11-17

Explanation: - The datetime.date.today () method returns the current date (without time) according
to the system’s local time.

2.4.3 Working with Time Objects

In Python, the time class from the datetime module is used to represent the time of day (hours, minutes,
seconds, and microseconds) without the associated date. This chapter focuses on:

e Creating time objects.

e Accessing components of time objects (hours, minutes, seconds).

e Performing time arithmetic (adding and subtracting time).

e Working with time intervals.

By the end of this chapter, you will be able to create, manipulate, and perform arithmetic on time objects
in Python.

2.4.3.a Creating Time Objects

The time class represents the time portion of the day (i.e., hour, minute, second, and microsecond). You
can create a time object by using the datetime.time () constructor, which takes up to four arguments:
hour, minute, second, and microsecond.

import datetime

(S

# Create a time object for 3:30:00
t = datetime.time (15, 30, 0)
print ( , t)

oA W

Time Object: 15:30:00
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Explanation: - The time() constructor creates a time object. In this example, the time object repre-
sents 15:30:00 (3:30 PM). - You can also include microseconds (if needed) by passing a value for the
microsecond parameter (default is 0).

2.4.3.b Accessing Components of Time Objects

Once you have created a time object, you can access its components: hours, minutes, seconds, and
microseconds using the corresponding attributes.

# Access components of the time object
hour = t.hour

minute = t.minute

second = t.second

microsecond = t.microsecond

N

7 print (f

Hour: 15, Minute: 30, Second: 0O, Microsecond: O

Explanation: - The hour, minute, second, and microsecond attributes allow you to extract specific
components from a time object.

2.4.3.c Performing Time Arithmetic

Just like date objects, time objects can be manipulated using timedelta. However, because time
objects represent a specific point in time during the day, performing arithmetic on them may result in a
ValueError unless you account for crossing over to the next day.

Adding and Subtracting Time:

You can add or subtract time from a time object using timedelta, but keep in mind that you may need
to handle the case where the time goes beyond the 24-hour limit.

1 # Add 1 hour and 30 minutes to the time
> delta = datetime.timedelta(hours=1, minutes=30)

new_time = (datetime.datetime.combine(datetime.date.today(), t) + delta).time()
. print( , new_time)

6 # Subtract 2 hours from the time

7 delta_subtract = datetime.timedelta (hours=2)

s new_time_subtract = (datetime.datetime.combine(datetime.date.today(), t) -
delta_subtract).time ()

o print( , new_time_subtract)

New Time after Adding 1 Hour 30 Minutes: 17:00:00
New Time after Subtracting 2 Hours: 13:30:00

Explanation: - To perform time arithmetic, we first combine the time object with a date object using
datetime.combine (). This gives us a full datetime object that can be used in arithmetic operations. -
After performing the arithmetic, we convert the result back to a time object using the .time () method.

2.4.3.d Handling Time Intervals

Time intervals are a common task when working with time data, especially when you need to compute
differences between time objects. You can use timedelta to represent the difference between two time
objects, but it’s important to remember that timedelta works with both date and time objects, and
can span over multiple days if necessary.

1 # Time difference between two time objects
2 t1 = datetime.time(8, 30, 0) # 8:30 AM
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3 t2 = datetime.time (14, 45, 0) # 2:45 PM

5 # Convert time objects to datetime objects to perform subtraction

¢ delta_time = (datetime.datetime.combine(datetime.date.today(), t2) -
datetime.datetime.combine (datetime.date.today(), t1)).total_seconds ()
7 print (f )

Time Difference in Seconds: 22500.0 seconds

Explanation: - In this example, we calculate the difference between two time objects, t1 and t2, by
converting them into datetime objects and then subtracting them. - The total_seconds() method of
the timedelta object returns the difference in seconds.

2.4.4 Working with datetime Objects

The datetime class in Python’s datetime module combines both the date and the time into a single
object. It is the most comprehensive class in the module, allowing you to perform various date-time
operations, including arithmetic, comparison, and extraction of components. In this chapter, we will
explore:

e Creating datetime objects.

e Accessing components of datetime objects (year, month, day, hour, minute, second).

Performing datetime arithmetic (adding and subtracting time).

Comparing datetime objects.

Working with time zones and UTC.

By the end of this chapter, you will be able to create and manipulate datetime objects, perform arith-
metic, and extract date-time components for analysis.

2.4.4.a Creating datetime Objects

A datetime object represents a specific point in time and is created by combining a date and a time. You
can create a datetime object by passing the year, month, day, hour, minute, second, and microsecond
as arguments.

1 import datetime
2

3 # Create a datetime object for November 17, 2024, 15:30:00
4+ dt = datetime.datetime (2024, 11, 17, 15, 30, 0)
5 print( , dt)

’ Datetime Object: 2024-11-17 15:30:00

Explanation: - The datetime.datetime () constructor is used to create a datetime object. We passed
the year (2024), month (11), day (17), hour (15), minute (30), and second (0). - The resulting object
represents the date and time 2024-11-17 15:30:00.

2.4.4.b Accessing Components of datetime Objects

Once you have a datetime object, you can easily access individual components such as the year, month,
day, hour, minute, second, and microsecond.
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1 # Access components of the datetime object
2 year = dt.year

3 month = dt.month

1 day = dt.day

5 hour = dt.hour

¢ minute = dt.minute

7 second = dt.second

8 microsecond = dt.microsecond
9

o print(f

Year: 2024, Month: 11, Day: 17, Hour: 15, Minute: 30, Second: 0O, Microsecond: O

Explanation: - The year, month, day, hour, minute, second, and microsecond attributes allow you
to extract specific components from a datetime object.

2.4.4.c Performing datetime Arithmetic

You can perform arithmetic operations on datetime objects using the timedelta class. timedelta
represents a duration, which can be added to or subtracted from a datetime object.

Adding and Subtracting Time:

You can add or subtract days, hours, minutes, and other time intervals from a datetime object using
timedelta.

1 # Add 5 days to the datetime object
2 delta = datetime.timedelta(days=5)
3 mnew_dt = dt + delta
. print( , new_dt)
6 # Subtract 3 hours from the datetime object

7 delta_subtract = datetime.timedelta(hours=3)

s mnew_dt_subtract = dt - delta_subtract

9 print( , new_dt_subtract)

Datetime after Adding 5 Days: 2024-11-22 15:30:00
Datetime after Subtracting 3 Hours: 2024-11-17 12:30:00

Explanation: - By using timedelta, we can perform date-time arithmetic. In this case, we added
5 days to the original datetime object and subtracted 3 hours. - The timedelta class can represent
various time intervals such as days, hours, minutes, seconds, and microseconds.

2.4.4.d Comparing datetime Objects

You can compare datetime objects using the standard comparison operators (==, !=, <, <=, > >=). This
is useful when you need to check if one date-time is earlier, later, or the same as another.

1 # Create another datetime object
2 dt2 = datetime.datetime (2024, 11, 25, 15, 30, 0)

1 # Compare the two datetime objects
5 print( , dt < dt2)
6 print( , dt == dt2)

Is dt before dt27 True
Is dt equal to dt27 False

Explanation: - Comparison operators allow you to compare two datetime objects. In this case, dt
(2024-11-17) is earlier than dt2 (2024-11-25), so the first comparison is True. - The second comparison
checks whether dt is equal to dt2, which is False because the dates are different.
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2.4.4.e Working with Time Zones and UTC

Matplotlib also supports working with time zones and UTC time. The datetime module has built-in
support for dealing with time zones, although it’s often useful to use an external library such as pytz
for more advanced time zone operations.

1 # Working with UTC time
> utc_now = datetime.datetime.utcnow()
print ( , utc_now)

; # Convert to a specific timezone (e.g., US Eastern Time)
6 import pytz

7 eastern = pytz.timezone ( )
8 eastern_time = utc_now.astimezone (eastern)
o print( , eastern_time)

Explanation: - The utcnow() method gets the current UTC time. This time does not account for time
zone differences. - We can convert the UTC time to a specific time zone (e.g., US Eastern Time) using
the astimezone () method and an external library like pytz.

2.4.5 Formatting and Parsing Dates and Times

Working with dates and times often requires converting them between different formats. For example,
you might need to display a ‘datetime‘ object in a human-readable format or convert a string representing
a date into a ‘datetime‘ object. Python’s datetime module provides powerful functions for formatting
and parsing dates and times. In this chapter, we will explore:

e Formatting ‘datetime’ objects into strings using strftime ().
e Parsing strings into ‘datetime‘ objects using strptime().
e Commonly used date-time format codes.

e Handling time zones in formatted strings.

By the end of this chapter, you will be able to format and parse dates and times in Python, making it
easier to handle time-related data in different formats.

2.4.5.a Formatting ‘datetime‘ Objects with strftime()

The strftime() method allows you to format a ‘datetime‘ object into a string representation. You
can specify a format string, which uses various formatting codes to represent the components of the
‘datetime‘ object (such as the year, month, day, etc.).

Common Format Codes:

e %Y: Year with century (e.g., 2024)

%m: Month as a zero-padded decimal number (e.g., 01 for January)

%d: Day of the month as a zero-padded decimal number (e.g., 01)

%H: Hour (24-hour clock) as a zero-padded decimal number (e.g., 15 for 3 PM)

%M: Minute as a zero-padded decimal number (e.g., 30)

%S: Second as a zero-padded decimal number (e.g., 59)

%f: Microsecond as a decimal number (e.g., 123456)
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Example: Formatting a ‘datetime‘ Object

Let’s start by formatting a ‘datetime‘ object to display it in a more readable form.

I import datetime
# Create a datetime object
1 dt = datetime.datetime (2024, 11, 17, 15, 30, 0)

6 # Format the datetime object to a string
7 formatted_date = dt.strftime( )
s print( , formatted_date)

Formatted Date: 2024-11-17 15:30:00

Explanation: - The strftime() method converts the datetime object into a string formatted as
YYYY-MM-DD HH:MM:SS. - You can customize the format string to display the components in any order,
separated by symbols of your choice (such as slashes, dashes, or colons).

2.4.5.b Parsing Strings into ‘datetime‘ Objects with strptime()

The strptime () method allows you to parse a string representation of a date and time and convert it
into a ‘datetime‘ object. This is particularly useful when working with dates and times in string format
(such as those coming from user input, files, or APIs).

Example: Parsing a Date String into a ‘datetime‘ Object

Let’s parse a string that represents a date-time and convert it into a ‘datetime object.

1 # String representing a date
2 date_string =

1 # Parse the string into a datetime object
5 parsed_date = datetime.datetime.strptime(date_string, )
6 print( , parsed_date)

Parsed Date: 2024-11-17 15:30:00

Explanation: - The strptime() function takes two arguments: the string to be parsed and the for-
mat string that specifies the format of the input string. - The format string "%Y-Ym-%d %H:%M:%S"
corresponds to the format of the input string ("2024-11-17 15:30:00"), and strptime() returns a
‘datetime‘ object.

2.4.5.c Handling Time Zones in Formatted Strings

Time zone handling is an important aspect of working with dates and times, especially when dealing
with users in different time zones or when working with international data. While Python’s datetime
module has some support for time zones through the tzinfo class, you can also display the time zone
in your formatted strings.

Example: Formatting with Time Zones

Here is an example that includes a time zone using the strftime () method:

1 # Add time zome info to a datetime object
2 import pytz

1+ # Create a datetime object with a time zone
5 timezone = pytz.timezone( )
6 dt_with_timezone = timezone.localize(datetime.datetime (2024, 11, 17, 15, 30, 0))

8 # Format datetime with time zone info
o formatted_with_timezone = dt_with_timezone.strftime( )
o print( , formatted_with_timezone)
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Formatted Date with Timezone: 2024-11-17 15:30:00 EST-0500

Explanation: - We use the pytz library to localize the datetime object to a specific time zone (in this
case, US Eastern Time). - The format code %Z is used to represent the time zone abbreviation (e.g., EST
for Eastern Standard Time), and %z represents the time zone offset from UTC (e.g., -0500).

2.4.5.d Common Format Codes

Here is a list of some commonly used format codes that you can use with both strftime() and
strptime():

e %Y: Year with century (e.g., 2024)

e %m: Month as a zero-padded decimal number (01, 02, ..., 12)

e %d: Day of the month as a zero-padded decimal number (01, 02, ..., 31)

e %H: Hour (24-hour clock) as a zero-padded decimal number (00, 01, ..., 23)
e %M: Minute as a zero-padded decimal number (00, 01, ..., 59)

e %S: Second as a zero-padded decimal number (00, 01, ..., 59)

e %f: Microsecond as a decimal number (000000, 000001, ..., 999999)

e %Z: Time zone abbreviation (e.g., UTC, PST, EST)

e %z: UTC offset in the form +HHMM or -HHMM (e.g., +0000, -0500)

o %A: Weekday name (e.g., Monday, Tuesday)

e %B: Month name (e.g., January, February)

2.4.6 Time Zones and UTC

Time zone handling is an essential part of many applications, especially when working with international
data or users in different locations. Python’s datetime module provides basic functionality for working
with time zones through the tzinfo class, but it often requires the use of external libraries like pytz to
handle time zones more effectively. In this chapter, we will explore:

e Understanding UTC (Coordinated Universal Time).

Working with time zones using pytz.

Converting between time zones.

Handling daylight saving time (DST).

Working with naive and aware datetime objects.

By the end of this chapter, you will have a strong understanding of how to work with time zones and
UTC in Python and how to convert between time zones.
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2.4.6.a Understanding UTC

UTC (Coordinated Universal Time) is the standard for timekeeping worldwide and is not affected by
daylight saving time (DST). It is often used as a reference time and provides the foundation for time
zone calculations. In Python, you can get the current UTC time using the utcnow() method.

1 import datetime

# Get the current UTC time
i utc_now = datetime.datetime.utcnow()
5 print( , utc_now)

Current UTC Time: 2024-11-17 20:30:00.123456

Explanation: - The utcnow() method returns the current time in UTC. Unlike the local time, UTC
does not account for time zone differences or daylight saving time.

2.4.6.b Working with Time Zones Using pytz

The pytz library is a third-party Python package that allows for robust handling of time zones. It
provides a way to work with time zone-aware datetime objects and makes it easy to convert between
time zones. You can install pytz using the following command:

pip install pytz

Once installed, you can use pytz to localize a datetime object to a specific time zone.

I import pytz
# Create a datetime object without time zone information (naive)
i naive_datetime = datetime.datetime (2024, 11, 17, 15, 30, 0)

6 # Localize the datetime object to US Eastern Time (using pytz)

7 eastern = pytz.timezone ( )

s localized_datetime = eastern.localize(naive_datetime)

9

o print( , localized_datetime)

Localized Date and Time (US/Eastern): 2024-11-17 15:30:00-05:00

Explanation: - A naive datetime object is one that does not have time zone information associated
with it. - The localize() method from pytz attaches time zone information to the naive datetime,
making it aware of the time zone (in this case, US Eastern Time).

2.4.6.c Converting Between Time Zones

Once you have a time zone-aware datetime object, you can easily convert it to another time zone using
the astimezone () method.

1 # Convert the localized datetime to UTC

2 utc_time = localized_datetime.astimezone(pytz.utc)

3 print( , utc_time)

1

5 # Convert the localized datetime to another time zome (e.g., Asia/Kolkata)
6 kolkata = pytz.timezone( )

7 kolkata_time = localized_datetime.astimezone (kolkata)

s print( , kolkata_time)

Converted to UTC: 2024-11-17 20:30:00+00:00
Converted to Kolkata Time: 2024-11-17 01:00:00+05:30
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Explanation: - The astimezone () method converts a time zone-aware datetime object from one time
zone to another. - In this case, we converted the datetime from US Eastern Time to UTC and then to
Kolkata time.

2.4.6.d Handling Daylight Saving Time (DST)

Daylight Saving Time (DST) is the practice of moving the clock forward in the spring and back in the
fall to extend evening daylight in warmer months. Time zone conversions can be tricky when DST is in
effect, as the time zone offset may change.

1 # Convert a datetime during daylight saving time

> dst_datetime = eastern.localize(datetime.datetime (2024, 6, 15, 15, 30, 0),
is_dst=True)

3 print( , dst_datetime)

# Convert to UTC
6 utc_dst = dst_datetime.astimezone (pytz.utc)
7 print( , utc_dst)

Datetime in DST: 2024-06-15 15:30:00-04:00
Converted to UTC (DST): 2024-06-15 19:30:00+00:00

Explanation: - When localizing a datetime during DST, you pass the is_dst=True argument to indicate
that the time is during daylight saving time. - In this example, the datetime is correctly adjusted to
reflect the DST time zone offset.

2.4.6.e Naive vs Aware Datetime Objects

A naive datetime object is one that does not contain any time zone information. It represents a point in
time, but it is not associated with any specific time zone. An aware datetime object, on the other hand,
includes time zone information, allowing it to be properly converted between time zones and handle
daylight saving time.

Example: Naive and Aware ‘datetime‘ Objects

1 # Natve datetime object (mo time zone information)
2 mnaive_datetime = datetime.datetime (2024, 11, 17, 15, 30, 0)

. # Aware datetime object (with time zone information)

5 aware_datetime = eastern.localize(naive_datetime)
6

7 print( , naive_datetime)

s print( , aware_datetime)

Naive Datetime: 2024-11-17 15:30:00
Aware Datetime: 2024-11-17 15:30:00-05:00

Explanation: - The naive datetime object does not have any time zone information, while the aware
datetime object is localized to the Eastern Time zone, making it time zone-aware.

2.4.7 Date and Time Arithmetic with timedelta

In many applications, it is necessary to perform arithmetic with dates and times. The timedelta class in
Python’s datetime module allows you to perform arithmetic operations on ‘datetime‘ and ‘date‘ objects.
This chapter will introduce you to:

e Creating timedelta objects.

e Performing date and time arithmetic (adding and subtracting days, hours, etc.).
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e Using timedelta for comparing dates and times.

e Working with larger time intervals (weeks, months, years).

By the end of this chapter, you will be comfortable using timedelta for manipulating and calculating
date and time values.

2.4.7.a Creating timedelta Objects

A timedelta object represents a duration, i.e., the difference between two dates or times. You can create
a timedelta object by specifying days, seconds, microseconds, hours, minutes, and weeks. Here is an
example:

I import datetime

# Create a timedelta object representing 5 days, 3 hours, and 30 minutes
. delta = datetime.timedelta(days=5, hours=3, minutes=30)

print ( , delta)

Timedelta Object: 5 days, 3:30:00

Explanation: - A timedelta object represents a specific time duration. In this example, we created
a timedelta object that represents 5 days, 3 hours, and 30 minutes. - timedelta accepts several
arguments, such as days, hours, minutes, and seconds, allowing you to specify any time duration.

2.4.7.b Performing Date and Time Arithmetic

You can perform arithmetic on datetime and date objects by adding or subtracting timedelta objects.
Here’s an example of how to add and subtract days from a ‘datetime‘ object:

Adding Time to a ‘datetime‘ Object:

1 # Create a datetime object
2 dt = datetime.datetime (2024, 11, 17, 15, 30)

1 # Add 5 days to the datetime
5 mnew_dt_add = dt + datetime.timedelta(days=5)
6 print( , new_dt_add)

Datetime after Adding 5 Days: 2024-11-22 15:30:00

Explanation: - By adding a timedelta object representing 5 days to the datetime object, the date
becomes 2024-11-22.

Subtracting Time from a ‘datetime‘ Object:

1 # Subtract 3 hours from the datetime
> mnew_dt_subtract = dt - datetime.timedelta(hours=3)
print ( , new_dt_subtract)

Datetime after Subtracting 3 Hours: 2024-11-17 12:30:00

Explanation: - By subtracting a timedelta object representing 3 hours from the datetime object, the
time becomes 12:30 PM.

2.4.7.c Using timedelta with ‘date‘ Objects

You can also use timedelta objects with date objects to perform date arithmetic. The following example
shows how to add or subtract days from a date object.
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1 # Create a date object
> d = datetime.date (2024, 11, 17)

1 # Add 10 days to the date
5 mnew_date_add = d + datetime.timedelta(days=10)
6 print( , new_date_add)

8 # Subtract 7 days from the date
9 mnew_date_subtract = d - datetime.timedelta(days=7)
o print( , new_date_subtract)

Date after Adding 10 Days: 2024-11-27
Date after Subtracting 7 Days: 2024-11-10

Explanation: - You can add or subtract a timedelta object representing a number of days to/from a
date object. In this case, we added and subtracted 10 and 7 days, respectively.

2.4.7.d Working with Larger Time Intervals

timedelta objects can represent larger time intervals such as weeks, months, or years. While timedelta
has built-in support for weeks, months and years typically need to be handled manually since they are
not fixed in length.

Example: Working with Weeks:

1 # Add 3 weeks to the datetime
> new_dt_weeks = dt + datetime.timedelta(weeks=3)
3 print( , new_dt_weeks)

Datetime after Adding 3 Weeks: 2024-12-08 15:30:00

Explanation: - The timedelta object accepts a weeks argument, which allows you to easily add or
subtract weeks from a ‘datetime* or ‘date‘ object.

Note: Handling Months and Years: Months and years are not fixed durations (months vary
in length and leap years affect years), so you need to handle these manually. You can use the
dateutil.relativedelta module to add months or years.

2.4.7.e Comparing Dates and Times with timedelta

You can use timedelta objects to compare two datetime or date objects. By subtracting two datetime
or date objects, you obtain a timedelta object representing the difference between them.

# Create two datetime objects
dt1l = datetime.datetime (2024, 11, 17, 15, 30, 0)
dt2 = datetime.datetime (2024, 11, 22, 15, 30, 0)

aoR W N R

# Calculate the difference between the two datetimes
¢ difference = dt2 - dti1
7 print( , difference)

Difference in Days and Time: 5 days, 0:00:00

Explanation: - Subtracting two datetime objects returns a timedelta object representing the differ-
ence between them. In this case, the difference is 5 days.

2.4.8 Handling Periods and Intervals

In many applications, we need to represent and manipulate periods (fixed lengths of time) and intervals
(differences between two points in time). These are especially important in fields such as time series
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analysis, financial modeling, and scheduling. Python’s datetime module offers basic functionality for
performing operations on dates and times, but to handle more complex recurring time periods (like
months, quarters, or years), you often need to rely on external libraries such as pandas or dateutil. In
this chapter, we will explore:

e Understanding and working with time periods.

Handling intervals with timedelta.

e Using pandas Period and Timedelta objects for advanced interval handling.

Working with relative periods (like adding months or years).

e Common use cases of periods and intervals in real-world applications.

By the end of this chapter, you will have a deep understanding of how to work with and manipulate
periods and intervals in Python.

2.4.8.a Understanding Periods and Intervals
In date and time operations, periods refer to recurring lengths of time, such as days, months, or years,
whereas intervals refer to the difference between two specific points in time.

For example:

e A period could be 1 week, 3 months, or 5 years.

e An interval could be the difference between two dates, such as 3 days, or the number of hours
between two times.

While timedelta handles intervals (differences between two points in time), handling periods (like
months or years) requires more advanced handling because these periods are not fixed in duration.
For instance, a month can have 28, 29, 30, or 31 days.

2.4.8.b Handling Intervals with timedelta

The timedelta class allows us to represent a difference between two dates or times. It supports operations
like adding or subtracting days, hours, minutes, seconds, and microseconds.

Example: Calculating an Interval

Let’s subtract two datetime objects to get a timedelta object representing the interval between them.

1 import datetime
# Create two datetime objects
1 dtil datetime.datetime (2024, 11, 17, 15, 30)

dt2 datetime.datetime (2024, 11, 20, 15, 30)

7 # Calculate the interval between two datetime objects
s interval = dt2 - dtil
o print( , interval)

Interval between Dates: 3 days, 0:00:00

Explanation: - Subtracting two datetime objects returns a timedelta object, which represents the
difference between the two dates and times. - In this example, the interval is 3 days.
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2.4.8.c Working with Periods Using pandas

Python’s pandas library provides more advanced tools for working with periods. The Period and
Timedelta classes in pandas allow for handling time-based data, including managing periods like months,
quarters, and years, which are often necessary in time series analysis.

Example: Working with Period Objects

Let’s create a Period object and perform operations with it. Periods in pandas can represent various
types of durations (days, months, years, etc.).

import pandas as pd

p = pd.Period( , freq= )
5 print ( , p)
6
7 # Add 2 months to the Period
& p_plus = p + 2
9 print( , p_plus)

1
3 # Create a Period object for a specific month
4

Period Object: 2024-11
Period after Adding 2 Months: 2024-01

Explanation: - The pd.Period() constructor creates a period object, with the frequency (e.g., monthly,
yearly) specified using the freq argument. - The resulting period represents the month of November
2024. Adding 2 months to this period results in January 2024.

2.4.8.d Working with Timedelta in pandas

pandas also provides a Timedelta class that is similar to datetime.timedelta but is designed to handle
more complex operations on time-based data, such as handling larger periods and differences.

1 # Create a Timedelta object

> timedelta_obj = pd.Timedelta(days=5, hours=3)
3 print( , timedelta_obj)
1

5 # Add the Timedelta to a Period object
6 mnew_period = p + timedelta_obj
7 print( , new_period)

Timedelta Object: 5 days 03:00:00
New Period after Adding Timedelta: 2024-11-06 03:00:00

Explanation: - The pd.Timedelta() constructor creates a Timedelta object that represents a time
duration of 5 days and 3 hours. - Adding this Timedelta object to a Period object results in a new
period with the corresponding time adjustment.

2.4.8.e Handling Recurring Periods

Many applications involve recurring periods, such as daily, weekly, or monthly cycles. pandas provides
the pd.date_range () function to generate a sequence of dates with a specified frequency, which is useful
for working with time series data.

1 # Create a range of dates with a daily frequency
2 date_range = pd.date_range( , periods=5, freq= )
print ( , date_range)

5 # Create a range of dates with a monthly frequency
¢ month_range = pd.date_range( , periods=3, freq= )
7 print( , month_range)
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Date Range with Daily Frequency: DatetimeIndex ([’2024-11-01’, >2024-11-02’,
’2024-11-03’, °2024-11-04’, ’2024-11-05’], dtype=’datetime64[ns]’, freq=’D’)
Date Range with Monthly Frequency: DatetimeIndex([’2024-11-01’, ’2024-12-01’,

’2025-01-01], dtype=’datetime64[ns]’, freq=’M’)

Explanation: - The pd.date_range() function generates a range of dates with a specified frequency.
In the first case, we created a range of 5 daily dates starting from November 1, 2024. - In the second
case, we created a range of 3 dates with a monthly frequency starting from November 1, 2024.

2.4.9 Advanced Time Manipulation

In many real-world applications, especially in fields such as finance, astronomy, and climate science,
time manipulation can become complex due to varying time intervals, leap years, time zone differences,
and irregular time series. Python’s datetime module, along with third-party libraries like pandas and
dateutil, allows for advanced time-based operations. This chapter will explore:

e Handling leap years and irregular time intervals.

Working with time zones in detail.

Performing advanced time arithmetic, such as adding business days.

Working with irregular intervals (e.g., fiscal years, calendar months).

e Time series manipulation in data analysis.

By the end of this chapter, you will have mastered advanced techniques for working with dates and times
in Python, allowing you to manipulate and analyze time-based data in complex scenarios.

2.4.9.a Handling Leap Years and Irregular Time Intervals

Leap years, which occur every four years, add an extra day (February 29th) to the calendar. This makes
the length of a year 366 days instead of the usual 365. To handle this and work with irregular time
intervals, we need to consider the specific rules of the calendar.

Example: Working with Leap Year

Let’s calculate the number of days between two dates, accounting for a leap year.

1 # Create two datetime objects, one in a leap year and the other in a non-leap year
dt_leap = datetime.date (2024, 2, 28) # Leap year
dt_non_leap = datetime.date (2023, 2, 28) # Non-leap year

N}

# Add 1 day to the leap year date (should be February 29)
6 mnext_day_leap = dt_leap + datetime.timedelta(days=1)
7 print( , next_day_leap)

o # Add 1 day to the non-leap year date (should be March 1)
0 next_day_non_leap = dt_non_leap + datetime.timedelta(days=1)
11 print( , next_day_non_leap)

Next Day after Feb 28, 2024 (Leap Year): 2024-02-29
Next Day after Feb 28, 2023 (Non-Leap Year): 2023-03-01

Explanation: - In the leap year (2024), February 29th is added as the next day after February 28th.
- In the non-leap year (2023), the next day after February 28th is March 1st. - By using timedelta,
Python automatically accounts for leap years when performing date arithmetic.
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2.4.9.b Working with Time Zones in Detail

Time zone manipulation can be complex, especially when working with different geographic regions or
Daylight Saving Time (DST). The Python pytz library provides advanced time zone handling capabili-
ties. You can localize ‘datetime‘ objects to specific time zones and convert them between time zones as
needed.

Example: Converting Between Multiple Time Zones

We will now see how to convert a datetime object from one time zone to another and also handle DST.

1 import pytz

2

3 # Create a natve datetime object (without time zone)
4+ dt_naive = datetime.datetime (2024, 11, 17, 15, 30)

¢ # Localize to US Eastern Time

7 eastern = pytz.timezone ( )

s dt_eastern = eastern.localize(dt_naive)

to # Convert to UTC
11 dt_utc = dt_eastern.astimezone(pytz.utc)

s # Convert to Tokyo time

4 tokyo = pytz.timezone ( )

15 dt_tokyo = dt_eastern.astimezone (tokyo)

I 6

l7 print( , dt_eastern)

s print( , dt_utc)

lo  print( , dt_tokyo)

Eastern Time: 2024-11-17 15:30:00-05:00
Converted to UTC: 2024-11-17 20:30:00+00:00
Converted to Tokyo Time: 2024-11-18 05:30:00+09:00

Explanation: - We localize a naive ‘datetime‘ object (which has no time zone information) to US
Eastern Time. - We then convert it to UTC and Tokyo time using the astimezone () method. Note how
the time adjusts depending on the time zone.

2.4.9.c Performing Advanced Time Arithmetic

Python provides a range of options for performing more advanced time-based arithmetic. For instance,
we can add or subtract specific business days, which are typically weekdays excluding weekends (and
sometimes holidays).

Example: Adding Business Days

The pandas library provides a useful function called BDay, which represents a business day. We can use
it to add or subtract business days from a ‘datetime‘ object.

1 import pandas as pd

AN

# Create a datetime object for November 17, 2024 (a Sunday)
i dt_weekend = datetime.datetime (2024, 11, 17)

6 # Add 3 business days to the datetime

7 business_day = pd.tseries.offsets.BDay(3)

s mnew_dt_business_day = dt_weekend + business_day

9 print( , new_dt_business_day)

’ Datetime after Adding 3 Business Days: 2024-11-20 00:00:00

Explanation: - The BDay () function adds business days, skipping weekends (and holidays, if specified).
- In this case, adding 3 business days to November 17, 2024 (a Sunday), results in November 20, 2024
(a Wednesday).
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2.4.9.d Working with Irregular Time Intervals

Handling irregular time intervals, such as those based on fiscal years, school terms, or custom schedules,
requires manual adjustments. Some intervals are not based on fixed durations (e.g., a fiscal year may
start in a particular month, and its length may vary).

Example: Custom Time Interval (Fiscal Year)

Let’s calculate the start and end dates of a fiscal year that starts on April 1st and lasts 12 months.

1 # Create a datetime object for April 1, 2024 (Fiscal Year Start)

> fy_start = datetime.date (2024, 4, 1)

3

4 # Calculate the end date of the fiscal year (12 months later)

5 fy_end = fy_start + datetime.timedelta(days=365) # Assume no leap year
¢ print( , fy_start)

7 print( , fy_end)

Fiscal Year Start: 2024-04-01
Fiscal Year End: 2025-03-31

Explanation: - This example shows how to manually calculate the start and end dates of a fiscal year
by adding 365 days to the start date. This approach assumes no leap year.

2.4.9.e Time Series Manipulation in Data Analysis

Time series data is a key area where advanced time manipulation is often required. Time series data
typically involves tracking data points over a period of time, such as daily stock prices, temperature
readings, or sales data. Python’s pandas library makes time series manipulation easier with features like
resampling, rolling windows, and shifting.

Example: Resampling Time Series Data

Let’s resample a time series of daily data to weekly data.

1 # Create a time series with daily data

> date_range = pd.date_range( , periods=7, freq= )

3 data = pd.Series([10, 20, 30, 40, 50, 60, 70], index=date_range)
4

5 # Resample the data to weekly frequency, using the sum for each week
¢ weekly_data = data.resample( ) .sum ()
7 print( , weekly_data)

Weekly Resampled Data:
2024-01-07 210
2024-01-14 180

Freq: W-SUN, dtype: int64

Explanation: - We created a time series with daily frequency and resampled it to a weekly frequency
using the resample () method. - The sum() function aggregates the data within each week.
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Practice Questions

10.

11.

12.

13.

14.

15.

. Simulate daily temperatures (in Celsius) for one year using NumPy random values between -10 and

40. Create a Pandas DataFrame with these temperatures and corresponding dates. Calculate the
monthly average temperature and plot it using a bar chart in Matplotlib.

. Generate a 10 x 10 matrix using NumPy to represent rainfall data (in mm) for 10 cities over 10

months. Convert it into a Pandas DataFrame with cities as rows and months as columns. Plot a
heatmap of the rainfall data using Matplotlib.

Create a time-series Pandas DataFrame for hourly temperature readings over 48 hours (use NumPy to
generate random values between 15 and 30). Resample the data to calculate average temperatures
for each 6-hour period. Plot both the original hourly data and the resampled averages on the same
graph.

Use NumPy to simulate the CO2 emissions (in tons) for 12 countries over the past 5 years. Store this
data in a Pandas DataFrame and calculate the total emissions for each country. Plot the yearly
total emissions as a grouped bar chart using Matplotlib.

Generate daily sales data for 6 products over 30 days using NumPy. Create a Pandas DataFrame
with columns: ”Product”, ”"Date”, and ”Sales”. Use Pandas to group the data by product and
calculate total monthly sales for each product. Visualize the results using a stacked bar chart in
Matplotlib.

Create a dataset representing daily high and low temperatures for one month. Store the data in a
Pandas DataFrame with DatetimeIndex. Calculate the daily temperature range and identify the
day with the largest range. Plot the high, low, and range temperatures over time.

Simulate a dataset of 1,000 timestamps and random sensor readings (values between 50 and 150).
Use Pandas to calculate the average reading for each hour and plot the hourly averages using a bar
chart in Matplotlib.

Generate 10 years of monthly rainfall data (values between 50 and 300 mm). Store it in a Pandas
DataFrame with years as rows and months as columns. Use Pandas to calculate the yearly total
rainfall and plot the totals as a line chart with markers for each year.

Create a 365 x 3 dataset of daily weather data (temperature, humidity, and rainfall). Store it in a
Pandas DataFrame with DatetimeIndex. Use Matplotlib to create a scatter plot of temperature
vs. humidity, where the size of each point corresponds to the rainfall amount.

Generate hourly energy consumption data for one week using NumPy. Store the data in a Pandas
DataFrame with a DatetimeIndex. Resample the data to calculate daily totals and plot a grouped
bar chart showing energy usage by day.

Create a dataset representing stock prices for 5 companies over 1 month (daily prices). Store it in
a Pandas DataFrame with ”Date” and ”Company” columns. Calculate the percentage change in
stock price for each company and plot the changes as a line graph.

Simulate a dataset of 500 timestamps and random rainfall values (in mm). Use Pandas to calculate
cumulative rainfall for each day and plot the results using a step plot in Matplotlib.

Create a dataset of daily temperatures for two cities over a year (values between -5C and 35C).
Store it in a Pandas DataFrame. Calculate the monthly average temperature for both cities and
plot them on the same graph with different line styles.

Simulate and visualize a dataset of hourly weather data (temperature, wind speed, and precipita-
tion) for one day. Use Matplotlib to create a multi-axis plot with temperature on one axis and
wind speed/precipitation on another.

Generate a dataset of 10 products with their daily sales over 1 year. Use Pandas to calculate the
best-selling product for each month and plot the monthly totals for that product using a bar chart.
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16. Simulate a dataset of hourly air quality index (AQI) readings for one week (values between 0 and
500). Group the data by day and calculate the daily maximum AQI. Plot the daily maximum AQI
as a line graph with a horizontal threshold line at AQI = 100.

17. Create a 12 x 12 matrix representing monthly temperature anomalies for 12 years. Store it as a
Pandas DataFrame and visualize the data as a heatmap with annotations for extreme values.

18. Generate a dataset of daily temperature and rainfall for three cities over one year. Identify the
hottest and wettest days for each city using Pandas. Visualize the results as a scatter plot with
temperature on the x-axis and rainfall on the y-axis.

19. Create a time-series dataset of hourly sales data for a retail store over one week. Calculate the
average sales during peak hours (12 PM to 6 PM) for each day using Pandas. Plot the daily average
sales during peak hours as a bar chart.

20. Simulate random temperature data for one year (values between -10C and 40C). Identify the coldest
and hottest weeks of the year using Pandas. Plot the daily temperatures for these weeks using
Matplotlib.
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3.1 Descriptive Statistics in Climate Data

Descriptive statistics are essential for summarizing and understanding the main features of climate
datasets. These statistics help identify key patterns, trends, and anomalies in the data, which are
critical for making informed decisions in climate science and policy. Climate data, such as temperature,
humidity, wind speed, and atmospheric pressure, can be complex and highly variable, making it crucial
to use descriptive statistics to extract meaningful insights.

In this section, we will explore several fundamental concepts in descriptive statistics and explain their
application in analyzing climate data. These include measures of central tendency, measures of spread,
and data distribution. We will also introduce techniques for handling seasonal variations and extreme
values in climate data, which are commonly encountered in real-world datasets.

3.1.1 Measures of Central Tendency

The first and most basic set of descriptive statistics are the measures of central tendency These
statistics describe the center or typical value of a dataset. In climate informatics, understanding the
central tendency helps identify the most typical climate conditions (such as average temperature or
humidity) for a given time period or location. The three main measures of central tendency are the
mean, median, and mode.

e Mean (Average): The mean is calculated as the sum of all data points divided by the number
of data points. It is the most common measure of central tendency. For example, the average
temperature in a region over a year provides a general understanding of the climate for that year.
However, the mean can be sensitive to extreme values (outliers), such as unusually high or low
temperatures. In climate data, this is particularly important when considering long-term trends
or global warming.

e Median: The median is the middle value of a dataset when the values are ordered from least to
greatest. If the dataset has an odd number of values, the median is the middle one; if it has an even
number of values, the median is the average of the two middle values. The median is more robust
than the mean when the data contains extreme values (outliers). In climate studies, the median
can be used to understand the typical temperature of a region when extreme weather events are
present.

e Mode: The mode is the most frequent value in the dataset. For example, if a region experiences a
particular temperature more often than others (such as 25C being the most frequent temperature),
this temperature is the mode. The mode is particularly useful for categorical climate data, such
as weather conditions (e.g., sunny, cloudy, rainy), but it is rarely used for continuous data such as
temperature.

3.1.2 Measures of Spread

While measures of central tendency tell us about the center of the data, measures of spread describe how
much variability or dispersion exists within the dataset. In climate data, these measures are useful for
understanding how much fluctuation occurs around the average temperature, humidity, or wind speed
over time. Common measures of spread include range, variance, and standard deviation.

e Range: The range is the difference between the maximum and minimum values in a dataset. It
is a simple measure that gives a sense of the spread between the highest and lowest values. In
climate data, the range can indicate extreme weather conditions, such as the highest and lowest
temperatures recorded in a given year. However, the range is sensitive to outliers and may not
fully represent the spread of the data if extreme values are rare.

e Variance: Variance measures how far each data point is from the mean, squared. It is calculated
by averaging the squared differences from the mean. Variance quantifies the overall spread of the
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data. A high variance indicates that the data points are widely spread around the mean, while a low
variance indicates that they are tightly clustered. In climate studies, variance can help determine
the stability of certain climate variables, such as temperature or rainfall, over a given period.

e Standard Deviation: The standard deviation is the square root of the variance. It provides
a more interpretable measure of spread, as it is expressed in the same units as the data itself
(e.g., degrees Celsius for temperature or km/h for wind speed). The standard deviation is widely
used in climate science to measure the variability of variables such as temperature, humidity, or
atmospheric pressure. A higher standard deviation means that the climate variable fluctuates more
widely.

3.1.3 Measures of Data Distribution

In addition to measures of central tendency and spread, understanding the shape of the distribution of
data is essential. This tells us about the symmetry of the data and the presence of any extreme values
(outliers). Measures like skewness and kurtosis help assess the shape of the distribution.

e Skewness: Skewness measures the asymmetry of the data distribution. A dataset is said to
be positively skewed if the right tail (larger values) is longer, and negatively skewed if the left
tail (smaller values) is longer. In climate data, skewness can be used to identify whether the
distribution of certain variables, such as rainfall or temperature, is concentrated around the lower
or upper range. For example, temperature data may often be positively skewed, where most days
are cooler, but a few hot days push the average higher.

e Kurtosis: Kurtosis measures the ”tailedness” of the distribution. A high kurtosis indicates a
distribution with more extreme values (outliers), while low kurtosis suggests that the data has
fewer extreme values and is more evenly distributed. In climate data, high kurtosis may indicate
rare but extreme weather events, such as heatwaves or heavy rainfall, which significantly impact
the climate system.

3.1.4 Descriptive Statistics in Climate Informatics

The application of descriptive statistics in climate informatics is essential for understanding and in-
terpreting large-scale climate data. Climate data often involves daily, monthly, or annual averages of
variables such as temperature, humidity, and precipitation. Descriptive statistics help us explore these
datasets and answer important questions such as:

e What is the typical temperature in a region during a given season?
e How much variation is there in the rainfall patterns in a region over time?

e What are the most common weather conditions during a particular time period?

How extreme are the temperature and humidity values in specific areas during heatwaves or storms?

For instance, by calculating the mean temperature for a specific region over a year, we can determine
whether the region is experiencing a warming trend. Similarly, calculating the standard deviation of
daily temperatures helps us understand how much variability exists in the weather conditions.

Descriptive statistics are often used as a first step in climate data analysis before performing more
advanced statistical techniques or modeling. They allow researchers to visualize data distributions,
detect patterns, and identify any data issues (such as missing values or outliers).
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3.1.5 Coding Practice: Descriptive Statistics with Python

The following Python code demonstrates how to calculate basic descriptive statistics for climate data
using the **Pandas** library. This includes computing the mean, median, standard deviation, and range
for temperature, humidity, wind speed, and pressure.

Example Code:

import pandas as pd

(S

3 # Load the climate dataset
4 df = pd.read_csv( ) # Example dataset

6 # Calculate the mean, median, and standard deviation for each column

7 temperature_stats = df[ ].describe ()

¢ humidity_stats = df[ J].describe ()

9 windspeed_stats = df[ ].describe ()
lo pressure_stats = df[ ] .describe ()
1

12 print( )

13 print(temperature_stats)

print ( )
ic print(humidity_stats)

s print( )
lo print(windspeed_stats)

b1 print( )
b2 print(pressure_stats)

Explanation: The code calculates basic descriptive statistics for the Temperature (C), Humidity,
Wind Speed (km/h), and Pressure (millibars) columns of the climate dataset. The ‘.describe()
method in Pandas provides a summary that includes the mean, standard deviation, minimum,
maximum, and various percentiles (25, 50, and 75) for each column. This allows researchers to gain a
quick overview of the data distribution and variability.

3.2 Basics of Probability

In climate informatics, probability plays a crucial role in understanding and predicting climate phenom-
ena. Whether we are estimating the likelihood of a heatwave, analyzing the probability of rainfall in
a region, or forecasting future climate conditions, probability provides a mathematical foundation for
these analyses. This chapter delves into the basic concepts of probability theory and shows how these
concepts are applied to climate data analysis.

Probability helps researchers assess uncertainty, make predictions, and draw conclusions from incomplete
or noisy data. For instance, understanding the likelihood of extreme weather events, such as floods or
heatwaves, can aid in risk management and policy decisions. This chapter covers fundamental probability
concepts, probability distributions, and their applications in climate data analysis.

3.3 Probability and Climate Data

In climate informatics, probability theory provides the foundation for modeling uncertainty and predict-
ing future climate events. Whether it’s assessing the likelihood of a heatwave, forecasting rainfall, or
understanding temperature variability, probability allows us to quantify uncertainty and make informed
decisions. Climate scientists rely on probability to model complex systems, predict rare events, and
interpret large datasets.

In this chapter, we will introduce the basics of probability theory, starting with foundational concepts
such as random variables, events, and probability distributions. We will also explore how these concepts
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apply to climate data, focusing on how probability theory helps in understanding and predicting climate
phenomena.

3.3.1 Introduction to Basic Probability Theory

Probability theory is the branch of mathematics that deals with calculating the likelihood of events
occurring. It is a powerful tool for handling uncertainty, which is inherent in climate data due to natural
variability and the complexity of climate systems. Climate informatics uses probability to predict future
climate events, model uncertainties in climate projections, and evaluate the risks associated with extreme
weather events.

At its core, probability theory is concerned with understanding the likelihood of different outcomes in
an uncertain environment. In climate studies, this uncertainty can stem from incomplete data, natural
variability, and the chaotic nature of the climate system. By applying probability, we can quantify this
uncertainty, make predictions, and draw conclusions about future climate behavior.

3.3.1.a Basic Concepts in Probability Theory

Probability theory is built upon a few basic concepts. These concepts provide the foundation for under-
standing how probability is calculated and applied. The key concepts in probability theory include:

e Random Experiment: A random experiment is an action or process that leads to one of several
possible outcomes, but the exact outcome is uncertain. In climate data, a random experiment could
be the measurement of temperature on a given day, the amount of rainfall in a specific location, or
the occurrence of a heatwave during the summer months.

e Sample Space: The sample space (5) is the set of all possible outcomes of a random experiment.
For example, the sample space for the random experiment "measuring the temperature in a city”
could be all possible temperatures in degrees Celsius that the thermometer might record during
the experiment. In climate studies, the sample space often consists of a range of possible values
for temperature, humidity, wind speed, etc.

e Event: An event is any subset of the sample space. It is a specific outcome or combination of
outcomes from the sample space. For example, an event might be ”the temperature is greater than
30C” or "there is at least 5mm of rainfall in a day.” Events can be simple or compound, and they
may or may not occur during an experiment. In climate informatics, events are used to describe
specific weather conditions or climate phenomena that we wish to analyze.

e Probability of an Event: The probability of an event A, denoted P(A), is a number between 0
and 1 that represents the likelihood of the event occurring. A probability of 0 means that the event
cannot happen, while a probability of 1 means that the event will certainly happen. In the context
of climate data, the probability of an event might represent the likelihood of a specific temperature
range occurring, or the chance that it will rain on a given day.

e Complementary Events: If A is an event, then the complement of A (denoted A¢) is the event
that A does not occur. The probability of the complement of an event is related to the probability
of the event itself by the following equation:

P(A%) =1 — P(A)

In climate data, the complement of an event might be the probability that it does not rain on a
given day, or that the temperature does not exceed a certain threshold.

e Conditional Probability: Conditional probability is the probability of an event A occurring
given that another event B has already occurred. It is denoted as P(A|B), and is calculated as:

P(AN B)

PAIB) = =5 5
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where P(A N B) is the probability that both A and B occur, and P(B) is the probability of event
B occurring. Conditional probability is crucial in climate studies because many climate events
are dependent on other factors. For example, the probability of heavy rainfall may depend on
the temperature or humidity level, making conditional probability a key concept in climate data
analysis.

3.3.1.b Basic Probability Rules

Once the basic concepts are understood, we can apply a set of rules to calculate the probability of events.
These rules are essential for working with complex climate data, where multiple events may be considered
together. Some of the key probability rules include:

e Addition Rule: The addition rule is used to calculate the probability of the occurrence of at least
one of two events. If A and B are two events, the probability of their union (either A or B) is
given by:

P(AUB) = P(A) + P(B) — P(AN B)

This rule is important in climate studies when we want to calculate the probability of experiencing
one or more climate events, such as either a high temperature or heavy rainfall occurring during a
given period.

e Multiplication Rule: The multiplication rule is used to calculate the probability that two events
A and B will occur together. If A and B are independent events, the probability of their intersection
is:

P(ANB) = P(A) - P(B)

For dependent events, the rule becomes:
P(ANB)=P(A) - P(B|A)

In climate informatics, the multiplication rule is useful for modeling events that depend on each
other, such as the joint probability of high temperature and low humidity.

3.3.1.c Real-World Applications of Probability in Climate Data

In climate informatics, probability is applied in numerous ways to model and predict climate phenomena.
Below are some real-world applications of probability in climate data analysis:

e Predicting Extreme Weather Events: Probability distributions can be used to model the likelihood
of extreme weather events, such as heatwaves, floods, and hurricanes. By estimating the probability
of such events, researchers can assess their potential impact on human societies and ecosystems.

e Forecasting Rainfall and Temperature: By understanding the probability distribution of tempera-
ture or rainfall, researchers can forecast future climate conditions. For example, the probability that
the temperature will exceed a certain threshold on a given day can help guide climate adaptation
strategies.

o Assessing Climate Risk: Probability is widely used in assessing the risks of climate change. For
example, researchers can calculate the probability of sea-level rise exceeding a certain value by a
specific year, helping policymakers plan for future climate scenarios.

e Estimating the Likelihood of Climate Events: Using statistical models, we can estimate the prob-
ability of events such as droughts, storms, or periods of unusually high temperatures. These
estimates are essential for planning and mitigation efforts.
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3.4 Sampling and Estimation

Sampling and estimation are critical concepts in statistics, especially in the context of climate informatics.
Climate datasets are often too large or inaccessible in their entirety, requiring us to analyze subsets of
data and make inferences about the whole. This section explores the theoretical foundations of sampling
and estimation, followed by practical Python examples.

3.4.1 Introduction to Sampling and Estimation

Sampling involves selecting a subset of data from a population, while estimation is the process of using
this sampled data to infer properties of the population. The main goals of sampling and estimation are:

e To reduce computational complexity by working with smaller datasets.
e To understand trends and relationships in a population based on a representative sample.

e To quantify uncertainty and biases associated with the sampling process.

Key Terminology:

Population: The complete set of data points (e.g., global temperature records).

e Sample: A subset of the population (e.g., temperature records from specific weather stations).

Parameter: A numerical characteristic of the population (e.g., the mean temperature).

Statistic: A numerical characteristic calculated from the sample (e.g., the sample mean).

3.4.2 Sampling Techniques

Different sampling methods help ensure that a sample is representative of the population. Below are the
most common techniques:

e Random Sampling: Every element in the population has an equal chance of being selected. This
minimizes selection bias but can miss rare or extreme events.

e Stratified Sampling: The population is divided into strata (groups), and samples are drawn
from each stratum. For instance, climate zones can serve as strata.

e Systematic Sampling: Data is selected at regular intervals, such as every 10th observation. This
is efficient but assumes no periodic patterns in the data.

e Cluster Sampling: The population is divided into clusters (e.g., cities), and entire clusters are

sampled. This method is cost-effective but can introduce variability if clusters are not homogeneous.

Theoretical Considerations:

e Sample Representativeness: A representative sample closely mirrors the population in terms
of key characteristics.

e Sampling Error: The difference between a sample statistic and the true population parameter.
This error decreases as the sample size increases.

e Bias: Systematic deviation of the sample statistic from the population parameter due to flawed
sampling techniques.
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Below is an example of random sampling using Python. The example assumes a dataset of temperature
measurements and demonstrates how to draw a random sample.

1 import numpy as np
2 import matplotlib.pyplot as plt

4 # Simulate a population of temperature measurements
5 mnp.random.seed (42)

¢ population = np.random.normal(loc=20, scale=5, size=10000) # Mean=20, Std=5

8 # Draw a Tandom sample

o sample_size = 100

lo sample = np.random.choice(population, size=sample_size, replace=False)
L1

2 # Calculate population and sample means

| population_mean = np.mean(population)

i+ sample_mean = np.mean(sample)

L5

6 print (f )

L7  print (f )

Population Mean: 20.03
Sample Mean: 19.98

Explanation:

e The population is generated using a normal distribution with a mean of 20 and a standard deviation
of 5.

e A random sample of size 100 is selected without replacement.

e The sample mean is compared to the population mean to evaluate representativeness.

3.4.3 Estimation Techniques
Estimation methods use sample data to infer population parameters. Two primary approaches are:

e Point Estimation: Provides a single best estimate of a parameter. For example, the sample mean
is used to estimate the population mean:

1 n
ﬂ = E Z X
i=1
where x; are the sample observations and n is the sample size.

e Interval Estimation: Provides a range of values within which the population parameter is likely

to fall, expressed as a confidence interval. A 95% confidence interval for the mean is given by:
o
04z —
M Jn

where z is the critical value from the standard normal distribution.

Below is a Python implementation to calculate a 95% confidence interval for the mean of the sample:

1 from scipy.stats import norm

# Calculate the sample mean and standard error

i sample_mean = np.mean(sample)
5 sample_std = np.std(sample, ddof=1)
6 standard_error = sample_std / np.sqrt(sample_size)

& # Compute the 95) confidence interval

9 z_critical = norm.ppf (0.975) # 95/ confidence level

0 margin_of_error = z_critical * standard_error

11 confidence_interval = (sample_mean - margin_of_error, sample_mean + margin_of_error)

15 print (f )
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95% Confidence Interval: (19.21, 20.75)

Explanation:

e The sample mean and standard error are used to calculate the margin of error.
e The critical value (z) is obtained for a 95% confidence level.

e The resulting interval provides a range where the true population mean is likely to fall.

3.5 Probability Distributions

In climate data analysis, probability distributions are essential for modeling the likelihood of various
climate events. By understanding these distributions, researchers can estimate the probability of certain
weather patterns or phenomena occurring under given conditions. Three commonly used distributions
in climate data analysis are the Normal distribution, Exponential distribution, and Poisson distribution.
Each of these distributions has its own characteristics and applications in climate informatics.

3.5.1 The Normal Distribution

The Normal distribution (also known as the Gaussian distribution) is one of the most widely used
probability distributions in statistics and climate science. Many climate variables, such as temperature,
precipitation, and atmospheric pressure, follow a normal distribution, especially when aggregated over
long periods. The normal distribution is symmetric, with data points concentrated around the mean and
gradually tapering off towards the tails.

e Mean and Standard Deviation: The two key parameters of a normal distribution are the mean
(1) and the standard deviation (o).

e Application in Climate Data: The normal distribution is often used to model variables like
temperature, where most temperatures will be near the average, with fewer days experiencing
extreme temperatures.

e Probability Density Function (PDF): The probability density function of a normal distribution

is given by:
1 _(=—pw)?

e 202
oV 2T

where z is the variable, p is the mean, and o is the standard deviation.

f(@lp, o) =

3.5.1.a Python Example: Normal Distribution

Let’s use Python to generate a random sample that follows a normal distribution and visualize it.

Example Code:

I import numpy as np
import matplotlib.pyplot as plt

w N

1 # Parameters for the normal distribution
5 mu, sigma = 20, 5 # Mean and standard deviation

7 # Generate a random sample of 1000 temperature wvalues
& temperature_data = np.random.normal(mu, sigma, 1000)

lo # Plot the distribution
1 plt.hist(temperature_data, bins=30, edgecolor= )
2 plt.title( )
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3 plt.xlabel( )
14 plt.ylabel( )
15 plt.show()

Explanation: In the code above, we generate a random sample of 1000 temperature values from a normal
distribution with a mean of 20C and a standard deviation of 5C. The histogram shows the distribution
of the generated temperatures, which should follow a bell curve, typical of the normal distribution.

3.5.2 The Exponential Distribution

The Exponential distribution is commonly used to model the time between events in a Poisson
process, where events occur continuously and independently at a constant rate. In climate science,
the exponential distribution is often used to model the time between extreme weather events, such as
heatwaves or heavy rainfall.

e Rate Parameter ()\): The rate parameter, )\, defines the expected number of events per time
unit. In the context of climate data, this could represent the average number of heatwaves per
year.

e Probability Density Function (PDF): The probability density function of the exponential
distribution is given by:
fzN) =Xe ™™ >0

where z is the time between events and ) is the rate parameter.

e Application in Climate Data: The exponential distribution can be used to model the time
between occurrences of extreme climate events, such as the time between major storms or the
waiting time until the next heatwave.

3.5.2.a Python Example: Exponential Distribution

Let’s generate a random sample from an exponential distribution and visualize it.

Example Code:

1 # Parameters for the exzpomnential distribution
lambda_ = 1/10 # Average time between events (e.g., 10 years)

NN

1  # Gemnerate a random sample of 1000 events
5 rain_event_times = np.random.exponential (1/lambda_, 1000)

7 # Plot the distribution

¢ plt.hist(rain_event_times, bins=30, edgecolor= )

9 plt.title( )
10 plt.xlabel( )

11 plt.ylabel( )

12 plt.show()

Explanation: In this example, we generate 1000 random samples from an exponential distribution with
a rate parameter (A) of 1/10, meaning on average, one rain event occurs every 10 years. The histogram
shows the distribution of the time between these events, with a higher frequency of smaller time intervals
and fewer larger intervals, characteristic of the exponential distribution.

3.5.3 The Poisson Distribution

The Poisson distribution is used to model the number of events that occur within a fixed interval
of time or space, given a known constant rate of occurrence. It is often applied to rare events, such as
extreme weather phenomena, that happen at a known average rate over time.
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e Rate Parameter (\): The rate parameter A represents the average number of occurrences of an
event in a fixed interval. For example, A might represent the average number of storms in a region
over a given year.

e Probability Mass Function (PMF): The probability mass function of the Poisson distribution
is given by:

A=A
k!
where k is the number of occurrences, and A is the expected number of occurrences.

e Application in Climate Data: The Poisson distribution can be used to model the number of rare

extreme weather events, such as the number of hurricanes in a year, or the number of heatwaves
that exceed a certain temperature threshold.

3.5.3.a Python Example: Poisson Distribution

Let’s generate a random sample from a Poisson distribution and visualize the results.

Example Code:

1 # Parameters for the Poisson distribution

> lambda_poisson = 3 # Average number of events (e.g., 3 storms per year)
3
. # Gemnerate a random sample of 1000 years

storm_counts = np.random.poisson(lambda_poisson, 1000)

7 # Plot the distribution

& plt.hist(storm_counts, bins=30, edgecolor= )

o plt.title( )
o plt.xlabel( )

11 plt.ylabel( )

i plt.show()

Explanation: In this code, we generate 1000 random samples from a Poisson distribution with a rate
parameter of 3, meaning on average, 3 storms occur per year. The histogram displays the distribution
of the number of storms, with most years experiencing around 3 storms, and fewer years experiencing
significantly more or fewer storms, which is typical of the Poisson distribution.

3.5.4 Conclusion

Probability distributions are powerful tools for understanding the likelihood of different climate events.
The Normal distribution is used to model variables like temperature that tend to cluster around a central
value. The Exponential distribution is useful for modeling the time between rare events, such as extreme
weather events. The Poisson distribution helps model the number of events occurring within a fixed
interval of time, such as the number of storms or heatwaves in a given year.

By understanding and applying these distributions, climate scientists can model uncertainty, assess risks,
and make better predictions about future climate conditions. In the next sections, we will explore how
to apply these distributions to real climate datasets and perform advanced statistical analyses.

3.6 Correlation and Regression Analysis

In climate informatics, understanding the relationships between various climate variables is crucial for
making predictions and drawing meaningful insights. Correlation is a statistical tool that allows us
to measure and quantify the strength and direction of the relationship between two variables. This can
help us understand how different climate factors, such as temperature, humidity, and wind speed, are
interrelated and how they influence each other.
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In this section, we will explore the concept of correlation, focusing on its application to climate data. We
will delve into how to calculate the correlation between climate variables, how to interpret the correlation
coeflicient, and how to apply this knowledge to analyze real-world climate data.

3.6.1 Correlation

Correlation is a statistical measure that describes the extent to which two variables are related. In simple
terms, it quantifies how changes in one variable might affect another. For example, in climate studies,
we might want to know if there is a correlation between temperature and humidity, or between wind
speed and rainfall. If there is a strong positive correlation, it means that as one variable increases, the
other tends to increase as well. Conversely, a negative correlation implies that as one variable increases,
the other tends to decrease.

The most commonly used measure of correlation is the **Pearson correlation coefficient**, which mea-
sures the linear relationship between two variables. A high absolute value of the Pearson correlation
coeflicient indicates a strong relationship, either positive or negative, while a value close to zero indicates
that there is little to no linear relationship between the two variables.

3.6.1.a The Pearson Correlation Coefficient
The Pearson correlation coefficient, denoted as r, is defined by the following formula:

S -X)%-Y)
VEX - XPL -V

r

Where: - X; and Y; are the individual data points of the variables X and Y, - X and Y are the means
of the variables X and Y.

The result r ranges from -1 to 1, with the following interpretations: - r = 1: Perfect positive correlation
(both variables increase or decrease together in a perfectly linear fashion). - r = —1: Perfect negative
correlation (one variable increases while the other decreases in a perfectly linear fashion). - » = 0: No
linear correlation (the two variables do not have a linear relationship). - 0 < r < 1: Positive correlation
(as one variable increases, the other tends to increase). - —1 < r < 0: Negative correlation (as one
variable increases, the other tends to decrease).

3.6.1.b Python Example: Calculating Pearson Correlation

Let’s apply the Pearson correlation coefficient to real climate data using Python. For this example, we
will calculate the correlation between Temperature (C) and Humidity using a small dataset.

Example Code:

1 import pandas as pd

3 # Ezample dataset with temperature and humidity

1+ data = {

: [15, 16, 18, 20, 22, 24, 26, 28, 30, 32],

6 : [0.65, 0.60, 0.58, 0.55, 0.52, 0.50, 0.47, 0.45, 0.43, 0.40]
7}

o # Create a DataFrame
o df = pd.DataFrame (data)

2 # Calculate Pearson correlation between Temperature and Humidity
13 correlation = df[ J.corr(df[ iD)

15 print( , correlation)

Expected Output:
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’ Pearson Correlation Coefficient: -0.975

Explanation: In this code, we calculate the Pearson correlation coefficient between the Temper-
ature (C) and Humidity columns in the dataset using the ‘.corr()‘ method in Pandas. The result will
give us a value between -1 and 1 that indicates the strength and direction of the relationship between
temperature and humidity. A negative value suggests that as the temperature increases, the humidity
tends to decrease.

For instance, if the Pearson correlation coefficient is close to 1, it indicates that as temperature increases,
humidity also tends to increase. If the coefficient is close to -1, it means that as temperature increases,
humidity decreases. If the coefficient is near 0, there is little to no linear relationship between the two
variables.

3.6.1.c Visualizing Correlation with Scatter Plots

In addition to calculating the correlation coefficient, we can visualize the relationship between two vari-
ables using a scatter plot. A scatter plot is a graphical representation of data points, where each point
represents a pair of values from two variables. By plotting temperature against humidity, we can visually
assess the strength and direction of the correlation.

Example Code:

1 import matplotlib.pyplot as plt

3 # Scatter plot to wvisualize the correlation
1

plt.scatter (df [ 1, df[ ], color= )
s plt.title( )
6 plt.xlabel( )
7 plt.ylabel( )

s plt.show()

Expected Output:

# A scatter plot is generated showing the relationship between temperature and
humidity.

Explanation: In this code, we generate a scatter plot to visualize the relationship between Tem-
perature (C) and Humidity. Each point on the plot represents a temperature-humidity pair. The
direction and spread of the points can help us visually assess whether the relationship is positive, neg-
ative, or nonexistent. If the points tend to follow a straight line, the correlation is strong; if they are
scattered randomly, the correlation is weak or nonexistent.

3.6.1.d Conclusion

Correlation is a fundamental concept in climate data analysis. It allows us to understand how different
climate variables are related to each other, which is essential for making predictions and understanding
climate systems. The Pearson correlation coefficient is widely used to quantify these relationships, and
Python provides powerful tools such as Pandas for calculating and visualizing correlation in climate data.
In the next sections, we will explore other statistical techniques, such as regression analysis, that build
upon the concept of correlation to make more detailed predictions and models.

3.6.2 Regression

Regression analysis is a statistical method used to model the relationship between a dependent variable
Y and one or more independent variables X1, X5, ..., X,,. The goal of regression is to find the best-fitting
line or model that explains the relationship between these variables. In simple terms, regression helps
us predict the value of one variable based on the values of other variables.
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For example, in climate informatics, we might use regression to predict the temperature of a region based
on other factors like humidity, wind speed, or pressure. In linear regression, the relationship between
the variables is assumed to be linear, meaning the change in the dependent variable is proportional to
changes in the independent variables.

3.6.2.a Simple Linear Regression

In simple linear regression, we model the relationship between a dependent variable Y and a single
independent variable X. The model is represented by the equation:

Y =5+ X +e

Where: - Y is the dependent variable (e.g., temperature), - X is the independent variable (e.g., humidity),
- Bp is the intercept (the value of Y when X = 0), - 31 is the slope (the change in Y for each unit change
in X), - € is the error term, accounting for the variation in Y that cannot be explained by X.

The objective of linear regression is to estimate the values of 5y and £, that minimize the sum of the
squared errors between the predicted values and the observed values.

3.6.2.b Interpreting the Results of Linear Regression

Once the regression model is fitted to the data, we can interpret the results: - The intercept 3y represents
the expected value of the dependent variable Y when the independent variable X is zero. In climate data,
this might represent the baseline temperature when humidity is zero (though this interpretation might
not always be realistic). - The slope (1 represents how much the dependent variable Y changes for each
unit change in X. In climate studies, a positive slope between temperature and humidity would indicate
that as humidity increases, temperature tends to increase as well, or vice versa for a negative slope. -
R-squared (R?): The coefficient of determination, R?, measures how well the regression model explains
the variability of the dependent variable. An R? value close to 1 indicates that the model explains most
of the variance in the dependent variable, while a value closer to 0 indicates a poor fit.

3.6.2.c Python Example: Simple Linear Regression

Now, let’s apply simple linear regression using Python to predict Temperature based on Humidity. We
will use Scikit-learn, a popular machine learning library in Python, to perform the regression analysis.

Example Code:

1 import pandas as pd
2 import numpy as np

3 from sklearn.linear_model import LinearRegression
i import matplotlib.pyplot as plt

6 # Ezample dataset with temperature and humidity

7 data = {

8 . [15, 16, 18, 20, 22, 24, 26, 28, 30, 32],

9 : [0.65, 0.60, 0.58, 0.55, 0.52, 0.50, 0.47, 0.45, 0.43, 0.40]
o}

1

2 # Create a DataFrame

15 df = pd.DataFrame (data)

15 # Independent wvariable (X) and dependent wvariable (V)
6 X df [[ ]l # Independent wvariable (Humidity)
7Y af [ ] # Dependent wariable (Temperature)

o # Fit the model
bo model = LinearRegression()
b1 model.fit (X, Y)




Python and Statistics for Climate Informatics 115

p3 # Get the regression coefficients
b1 intercept = model.intercept_
b5 slope = model.coef_[0]

b7 print( , intercept)
bs  print( , slope)

50 # Make predictions
51 Y_pred = model.predict(X)

3. # Plot the data points and the regression line
54 plt.scatter (X, Y, color= , label= )

550 plt.plot(X, Y_pred, color= , label= )

6 plt.title( )
;7 plt.xlabel( )

s plt.ylabel( )

50 plt.legend ()
ho  plt.show()

Expected Output:

Intercept (beta_0): 33.04689999999999
Slope (beta_1): -14.615

Explanation: In this example, we perform simple linear regression to predict Temperature (C) based
on Humidity. We start by creating a DataFrame with our dataset. The ‘X variable is the independent
variable (Humidity), and ‘Y* is the dependent variable (Temperature). We then use Scikit-learn’s
LinearRegression class to fit the model. The model learns the values of the intercept and slope, which
define the best-fitting line.

We plot the data points and the regression line to visualize how well the model fits the data. The red
line represents the best fit for the given data points, and the scatter plot shows how each data point
compares to the predicted values.

3.6.2.d Multiple Linear Regression

In some cases, climate variables depend on more than one factor. Multiple linear regression ex-
tends simple linear regression to model the relationship between one dependent variable and multiple
independent variables. The formula for multiple linear regression is:

Y=00+05X1+PXo+ ...+ B X, +e€

Where: - X1, Xo,..., X, are the independent variables (e.g., temperature, humidity, wind speed, etc.),
- B1, B2, ..., Bn are the regression coefficients for each independent variable.

Multiple linear regression allows us to account for the combined effect of several climate variables on a
dependent variable, such as predicting temperature based on multiple factors like humidity, wind speed,
and atmospheric pressure.

3.6.2.e Python Example: Multiple Linear Regression

Let’s apply multiple linear regression to predict Temperature based on both Humidity and Wind Speed.

Example Code:

# Example dataset with temperature, humidity, and wind speed

> data = {

3 [15, 16, 18, 20, 22, 24, 26, 28, 30, 32],

4 : [0.65, 0.60, 0.58, 0.55, 0.52, 0.50, 0.47, 0.45, 0.43, 0.40],
5 [10, 12, 15, 18, 22, 25, 30, 35, 40, 45]
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8 # Create a DataFrame
9 df = pd.DataFrame(data)

10

11 # Independent wvariables (X) and dependent wvariable (Y)
> X = df [[ s 1] # Independent vartables
;3 Y = df [ ] # Dependent wariable (Temperature)

Il 4

s # Fit the model

6 model = LinearRegression ()
7 model.fit(X, Y)

lo # Get the regression coefficients

b0 intercept = model.intercept_

b1 coefficients = model.coef_

bs  print( , intercept)

ba  print( , coefficients)

p6 # Make predictions
b7 Y_pred = model.predict(X)

po # Plot the actual vs predicted wvalues
50 plt.scatter(Y, Y_pred)

51 plt.plot([Y.min(), Y.max ()], [Y.min(), Y.max ()], color= , linestyle= )
2 plt.title( )

55 plt.xlabel ( )

32 plt.ylabel( )

5 plt.show ()

Expected Output:

Intercept (beta_0): 31.073262
Coefficients (beta_1, beta_2): [-7.88574315 -0.26124472]

Explanation: In this example, we perform multiple linear regression to predict Temperature (C) based
on both Humidity and Wind Speed. The model takes both variables into account when predicting tem-
perature. The code computes the intercept and coefficients for each independent variable and visualizes
the actual vs predicted values using a scatter plot. The red dashed line represents a perfect prediction
where actual values equal predicted values.

3.6.2.f Conclusion

Regression analysis is a fundamental technique in climate data analysis, allowing us to model and predict
climate variables based on others. Simple linear regression models the relationship between two variables,
while multiple regression models relationships with more than one predictor. By using regression analysis,
climate scientists can gain insights into how different climate factors influence each other and make more
accurate predictions about future climate conditions.

3.7 Hypothesis Testing

3.7.1 Analysis of Variance (ANOVA)

In climate science, hypothesis testing plays a critical role in determining if observed data supports a
particular hypothesis or if there is sufficient evidence to reject it. One of the most commonly used
statistical tests is the T-test, which is used to compare the means of two groups and determine whether
the difference between them is statistically significant. This can help us assess whether observed changes
in climate data (such as temperature or precipitation) are statistically meaningful or could be attributed
to random chance.

The T-test is particularly useful when dealing with small sample sizes and when the data follows a
normal distribution. In the context of climate science, the T-test can be applied in various scenarios,
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such as comparing the average temperature between two regions or testing whether a new climate model
produces results significantly different from historical data.

3.7.1.a Assumptions of ANOVA

The T-test makes several key assumptions about the data: 1. Normality: The data in each group
being compared should follow a normal distribution. This assumption is crucial for the validity of the
T-test, especially with small sample sizes. With larger sample sizes, the Central Limit Theorem ensures
that the distribution of the sample means approaches normality. 2. Independence: The observations
within each group must be independent of each other. This means that the value of one observation
should not influence another. 3. Equal Variance: The variance (or spread) of the data in each group
should be approximately equal. This assumption is critical for the standard T-test, and violations may
require using a variation of the test (such as Welch’s T-test) to account for unequal variances.

3.7.1.b Types of ANOVA

There are three main types of T-tests: 1. One-sample T-test: Compares the mean of a single group to
a known value (e.g., testing whether the mean temperature of a region is different from a historical value).
2. Independent two-sample T-test: Compares the means of two independent groups (e.g., testing
whether the average temperature in two different regions is significantly different). 3. Paired sample
T-test: Compares the means of two related groups (e.g., testing whether the average temperature before
and after a climate intervention is significantly different).

In this section, we will focus on the Independent two-sample T-test, as it is commonly used in
climate studies to compare data from two independent groups.

3.7.1.c Null Hypothesis and Alternative Hypothesis

The T-test tests two competing hypotheses: - Null Hypothesis (Hp): There is no significant difference
between the means of the two groups. In other words, any observed difference is due to random chance. -
Alternative Hypothesis (H4): There is a significant difference between the means of the two groups.
The difference is not due to random chance.

For example, in climate science, we might test whether the average temperature of two different cities
is significantly different. The null hypothesis would state that the temperatures are the same, while the
alternative hypothesis would state that the temperatures are different.

3.7.1.d T-Statistic and P-Value

The T-statistic is the test statistic that is calculated during a T-test. It measures the difference
between the group means relative to the variability in the data. The formula for the T-statistic in an
independent two-sample T-test is:

2 2

5y 5

ny ny
2

Where: - X; and X, are the sample means of the two groups, - s2 and s3 are the sample variances of
the two groups, - n1 and ny are the sample sizes of the two groups.

Once the T-statistic is calculated, it is compared to the critical value from the T-distribution table.
The p-value represents the probability of observing a result at least as extreme as the one obtained,
assuming the null hypothesis is true. A small p-value (typically less than 0.05) suggests that the null
hypothesis can be rejected, indicating a statistically significant difference between the groups.
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3.7.1.e Interpreting the Results

- **If the p-value is less than the significance level (typically o = 0.05)**: We reject the null hypothesis
and conclude that there is a statistically significant difference between the two group means. In the
context of climate data, this could mean that the average temperatures in two regions are significantly
different. - **If the p-value is greater than the significance level**: We fail to reject the null hypothesis,
meaning that there is insufficient evidence to conclude that the means of the two groups are different.

3.7.1.f Independent Two-Sample T-test

Let’s apply the independent two-sample T-test to compare the **Temperature (C)** data between two
regions using Python.

Example Code:

1 import pandas as pd
2 from scipy import stats

3

4 # Ezample dataset with temperature data for two regions

5 data = {

6 : [15, 16, 18, 20, 22, 24, 26, 28, 30, 321,
7 : [10, 12, 14, 16, 18, 20, 22, 24, 26, 28]
s}

lo # Create a DataFrame
i1 df = pd.DataFrame (data)

13 # Perform the independent two-sample T-test

4+ t_statistic, p_value = stats.ttest_ind(dfl[ 1, 4af [
iD)

15

le  print( , t_statistic)

17 print( , p_value)

Expected Output:

T-statistic: 5.196152422706632
P-value: 0.000168286581146636

Explanation: In this example, we perform an independent two-sample T-test to compare the temper-
atures between Region A and Region B.

In this case, the p-value is very small (less than 0.05), indicating that we can reject the null hypothesis
and conclude that there is a statistically significant difference between the temperatures in Region A
and Region B.

3.7.1.g Conclusion

The T-test is a powerful statistical tool in climate informatics for comparing the means of two groups
and determining if the differences are statistically significant. It provides climate scientists with a method
to evaluate hypotheses, such as whether climate conditions in two regions differ significantly. By un-
derstanding and applying the T-test, researchers can draw conclusions about climate data, test climate
models, and make informed decisions based on empirical evidence.

3.7.2 Chi-Square Tests

The Chi-Square test is a statistical method used to determine if there is a significant association between
two categorical variables. It compares the observed frequencies of events with the frequencies that would
be expected if there were no association between the variables. The Chi-Square test is widely used in
climate science for categorical data analysis, such as testing the relationship between different climate
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phenomena, such as the occurrence of rain and the season of the year, or the association between wind
speed and cloud coverage.

3.7.2.a Types of Chi-Square Tests

There are two main types of Chi-Square tests: 1. Chi-Square Goodness of Fit Test: This test is used
to determine if the distribution of a categorical variable matches a specified distribution. For example,
we might use this test to check if the distribution of weather conditions (e.g., sunny, rainy, cloudy) in
a region follows a known expected distribution. 2. Chi-Square Test of Independence: This test is
used to determine if two categorical variables are independent. In the context of climate informatics, it
can be used to test if the occurrence of rain is independent of the season of the year.

3.7.2.b Assumptions of the Chi-Square Test

The Chi-Square test relies on a few assumptions: 1. Independence of observations: The data points
must be independent. That is, the outcome of one observation should not influence the outcome of
another. 2. Sample size: The sample size should be large enough. It is generally recommended that all
expected frequencies be at least 5. If this assumption is violated, the Chi-Square test may not be valid,
and an alternative test (such as Fisher’s Exact Test) may be necessary. 3. Categorical variables: Both
variables being tested must be categorical in nature (e.g., frequency of occurrence in different categories).

3.7.2.c The Chi-Square Statistic

The Chi-Square statistic is calculated as:

. F.)?
X2 — Z (Oz E,EZ)

Where: - O; is the observed frequency for category i, - E; is the expected frequency for category 1.

The Chi-Square statistic follows a Chi-Square distribution with degrees of freedom, which depends on
the number of categories being compared. The degrees of freedom for a goodness-of-fit test are given by:

df =k—1

Where k is the number of categories. For the test of independence, the degrees of freedom are calculated
as:

df = (r—1)(c—1)

Where: - r is the number of rows in the contingency table, - ¢ is the number of columns in the contingency
table.

3.7.2.d Null and Alternative Hypotheses

For the Chi-Square test, the hypotheses are: - Null Hypothesis (Hp): There is no significant rela-
tionship between the two variables. In other words, the observed frequencies are consistent with the
expected frequencies. - Alternative Hypothesis (H4): There is a significant relationship between
the two variables. In other words, the observed frequencies are significantly different from the expected
frequencies.
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3.7.2.e Python Example: Chi-Square Test of Independence

Let’s apply the Chi-Square test of independence to determine whether there is a relationship between
Season and Precipitation Type. For this, we use a hypothetical dataset with the number of days in
each season (Winter, Spring, Summer, and Fall) that experienced different types of precipitation (rain,
snow, or no precipitation).

Example Code:

1 import pandas as pd

2 from scipy.stats import chi2_contingency

3

4 # Ezample dataset with precipitation types by season

5 data = {

6 : [20, 30, 25, 15], # Number of days with Tatin in each season

7 : [56, 10, 15, 20], # Number of days with snow in each season

8 : [25, 15, 30, 35] # Number of days with no precipitation in each season
9 ¥

1 # Create a DataFrame
2 df = pd.DataFrame(data, index=[ , , s D

. # Perform the Chi-Square test of independence
5 chi2_stat, p_value, dof, expected = chi2_contingency (df)

l7 print( , chi2_stat)
s print( , p_value)

lo  print( , dof)

bo  print( , expected)
Explanation:

In this example, we perform the Chi-Square test of independence to determine whether there is a rela-
tionship between Season and Precipitation Type.

The p-value will help us decide if the observed frequencies are significantly different from the expected
frequencies. If the p-value is less than 0.05, we can reject the null hypothesis, indicating a statistically
significant relationship between the season and precipitation type.

Expected Output:

Chi-Square Statistic: 19.225
P-value: 0.0002598
Degrees of Freedom: 6
Expected Frequencies:
[[13.75 13.75 18.5 ]
[17.5 17.5 22. 1]
[21.256 21.25 28. ]
[23.75 23.75 30. 11

3.7.2.f Visualizing the Chi-Square Results

It is often helpful to visualize the observed and expected frequencies to better understand the relationship
between variables. A bar plot can be used to display the frequencies of the different precipitation types
for each season.

Example Code:

import matplotlib.pyplot as plt

observed = df.values
x_labels = df.index
6 y_labels = df.columns

1
3 # Plot observed wvs expected frequencies
1

¢ fig, ax = plt.subplots(figsize=(8, 6))
o width = 0.35
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i1 # Plot observed frequencies

> ax.bar(x_labels, observed[:, 0], width, label= , color= )
15 ax.bar(x_labels, observed[:, 1], width, label= , color= ,
bottom=observed[:, 0])
.  ax.bar(x_labels, observed[:, 2], width, label= , color= s

bottom=observed[:, 0] + observed[:, 1])

6 ax.set_ylabel( )
17 ax.set_title( )
s ax.legend ()

bo plt.show()

Explanation:

This code generates a stacked bar plot of the observed frequencies for each type of precipitation (rain,
snow, none) across the four seasons. The stacked bars show how the counts of different precipitation types
add up in each season. This visualization allows us to better understand the distribution of precipitation
across the seasons.

3.7.2.g Conclusion

The Chi-Square test is an essential tool in climate informatics for exploring relationships between categor-
ical variables. Whether examining the association between weather patterns or understanding seasonal
variations in climate data, the Chi-Square test allows researchers to make informed conclusions about the
statistical significance of observed relationships. In climate science, where data can often be categorical
(e.g., precipitation types, seasonality), the Chi-Square test is invaluable in drawing meaningful insights
from the data.

3.7.3 Z-Test

The Z-test is a statistical method used to determine if there is a significant difference between the sample
mean and the population mean (one-sample Z-test) or between the means of two independent samples
(two-sample Z-test). The Z-test is used when the sample size is large (typically greater than 30), and the
population variance is known or the sample size is large enough to approximate the population variance.
It is a fundamental technique for hypothesis testing in climate science and other fields.

3.7.3.a Assumptions of the Z-Test

The Z-test makes several assumptions: 1. Normality: The data should follow a normal distribution,
or the sample size should be large enough (usually n > 30) for the Central Limit Theorem to ensure
normality. 2. Independence: The observations must be independent. This means that the outcome of
one observation should not influence the outcome of another. 3. Known Population Variance: For
the one-sample Z-test, the population variance must be known. If the population variance is unknown
and the sample size is small, a t-test should be used instead.

3.7.3.b Z-Test Formula

The formula for the Z-test is given by:

Where: - X is the sample mean, - 4 is the population mean, - ¢ is the population standard deviation, -
n is the sample size.
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For the two-sample Z-test, the formula becomes:

(X1 — Xo)

Z =
o3 gﬁ
ni no

Where: - X; and X, are the sample means, - 02 and 02 are the population variances, - n; and no are
the sample sizes.

The Z-statistic is compared to a critical value from the standard normal distribution. If the absolute
value of the Z-statistic is greater than the critical value, the null hypothesis is rejected, indicating a
significant difference between the sample mean and the population mean or between the two sample
means.

3.7.3.c Null and Alternative Hypotheses

For the Z-test, the hypotheses are: - Null Hypothesis (Hy): There is no significant difference between
the sample mean and the population mean (or between two sample means). - Alternative Hypothesis
(Ha): There is a significant difference between the sample mean and the population mean (or between
two sample means).

3.7.3.d Omne-Sample Z-Test

Let’s apply a one-sample Z-test to determine if the average temperature of a region differs significantly
from a known population mean.

Example Code:

I import numpy as np
from scipy import stats

w o w

1 # Ezample dataset of sample temperatures
5 sample_temperatures = [15, 16, 18, 20, 22, 24, 26, 28, 30, 32]

7 # Known population mean temperature
s population_mean = 20

lo # Known population standard deviation (for ezample, we assume it’s 5)
11 population_std_dev = 5§

13 # Sample size
. n = len(sample_temperatures)

te # Calculate the sample mean
17 sample_mean = np.mean(sample_temperatures)

lo # Perform the Z-test
bo  z_statistic = (sample_mean - population_mean) / (population_std_dev / np.sqrt(mn))

b2 # Calculate the p-value (two-tatiled test)

b3 p_value = 2 *x (1 - stats.norm.cdf(abs(z_statistic)))
R4

bs  print ( , z_statistic)

be  print( , p_value)

Explanation: In this example, we are performing a one-sample Z-test to compare the sample mean
temperature to a known population mean temperature. We calculate the sample mean from the pro-
vided data and then use the Z-test formula to compute the Z-statistic. The ‘stats.norm.cdf()* function
from **Scipy** is used to compute the cumulative distribution function (CDF) of the standard normal
distribution. The p-value is then calculated by multiplying the CDF result by 2 to account for the
two-tailed nature of the test.

Expected Output:
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Z-statistic: 2.8284271247461903
P-value: 0.0046875

3.7.3.e Conclusion

The Z-test is a powerful tool for hypothesis testing, especially when comparing sample data with a
known population mean or comparing the means of two independent samples. It is widely used in
climate science to evaluate the significance of differences in climate variables, such as temperature or
precipitation, and to make informed decisions based on statistical evidence. Understanding how to apply
the Z-test, calculate the Z-statistic, and interpret the p-value is crucial for climate scientists working
with climate data. In the next section, we will explore more advanced hypothesis testing techniques for
analyzing climate data.

3.8 Non-Parametric Testing

In statistics, non-parametric tests are used when the data doesn’t meet the assumptions required for
parametric tests, such as normality or equal variances. These tests do not assume a specific distribution
and are often used for ordinal or categorical data. Non-parametric tests are especially useful in climate
science when analyzing data that is skewed or does not follow a normal distribution. They are also useful
when the sample size is small or the data is not interval or ratio in nature.

Non-parametric tests are based on the ranks of the data rather than the actual data values. This makes
them more flexible in handling different types of data distributions. In this section, we will explore some
of the commonly used non-parametric tests, such as the Wilcoxon signed-rank test, the Mann-Whitney
U test, and the Kruskal-Wallis test.

3.8.1 The Wilcoxon Signed-Rank Test

The Wilcoxon signed-rank test is a non-parametric test that compares two related samples to assess
whether their population mean ranks differ. It is often used as an alternative to the paired t-test when
the data is not normally distributed.

3.8.1.a Assumptions of the Wilcoxon Signed-Rank Test

The Wilcoxon signed-rank test has the following assumptions: 1. Paired Data: The observations in
the two samples must be paired or matched. 2. Symmetry: The differences between the pairs should
have a symmetric distribution. 3. Ordinal Data: The test can be used with ordinal data or interval
data that do not meet the assumption of normality.

3.8.1.b Test Statistic

The Wilcoxon signed-rank test uses the ranks of the absolute values of the differences between paired
observations. The formula for the test statistic W is:

W=> R

Where: - R; are the ranks of the absolute differences between the paired observations, ignoring the sign
of the differences.

A large W value suggests that there is a significant difference between the paired groups.



124 Python and Statistics for Climate Informatics

3.8.1.c Python Example: Wilcoxon Signed-Rank Test

Let’s apply the Wilcoxon signed-rank test to compare the **Temperature (C)** data before and after a
climate intervention in a region.

Example Code:

1 from scipy.stats import wilcoxon

3 # Ezample dataset with temperature data before and after intervention
. before = [15, 16, 18, 20, 22, 24, 26, 28, 30, 32]

after = [14, 15, 17, 19, 21, 23, 25, 27, 29, 31]

7 # Perform the Wilcozon signed-rank test

s statistic, p_value = wilcoxon(before, after)
9

o print( , statistic)

i1 print( , p_value)

Explanation: In this example, we use the ‘wilcoxon()* function from **Scipy** to perform the Wilcoxon
signed-rank test. The test compares the **Temperature (C)** data before and after the climate inter-
vention. The null hypothesis is that there is no significant difference between the two sets of data, while
the alternative hypothesis is that there is a significant difference.

Expected Output:

Test Statistic: 0.0
P-value: 0.03125

3.8.2 Mann-Whitney U Test

The Mann-Whitney U test is a non-parametric test used to compare the distributions of two independent
groups. It is an alternative to the independent two-sample t-test when the data does not meet the
assumption of normality. The test assesses whether the two groups come from the same distribution,
testing the null hypothesis that the distributions are identical.

3.8.2.a Assumptions of the Mann-Whitney U Test

The Mann-Whitney U test has the following assumptions: 1. Independent Samples: The two groups
being compared should be independent. 2. Ordinal or Continuous Data: The data can be ordinal
or continuous, but it does not need to follow a normal distribution.

3.8.2.b Test Statistic

The Mann-Whitney U statistic is computed as follows:

ni(ng +1
UZH1TL2+¥-ZRZ‘

Where: - n; and ny are the sizes of the two groups being compared, - R; are the ranks of the combined
data from both groups.

The test statistic U is compared to a critical value from the U distribution table to determine whether
the null hypothesis can be rejected.

3.8.2.c Python Example: Mann-Whitney U Test

Now, let’s apply the Mann-Whitney U test to compare the **Temperature (C)** data between two
independent regions.
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Example Code:

1 from scipy.stats import mannwhitneyu

3 # Ezample dataset with temperature data for two regions
1+ region_A = [15, 16, 18, 20, 22, 24, 26, 28, 30, 32]
region_B = [10, 12, 14, 16, 18, 20, 22, 24, 26, 28]

7 # Perform the Mann-Whitney U test

s statistic, p_value = mannwhitneyu(region_A, region_B)
9

o print( , statistic)

11 print( , p_value)

Explanation: In this example, we perform the Mann-Whitney U test to compare the temperature
data from two independent regions. The ‘mannwhitneyu()‘ function from **Scipy** calculates the test
statistic U and the p-value, which helps us determine whether there is a significant difference between
the temperature distributions in the two regions.

Expected Output:

U-statistic: 55.0
P-value: 0.2439

3.8.2.d Conclusion

Non-parametric tests are tools when dealing with data that does not meet the assumptions required
for parametric tests. The Wilcoxon signed-rank test is useful for paired data, while the Mann-Whitney
U test compares the distributions of two independent samples. These tests are particularly useful in
climate science when analyzing data that may not follow a normal distribution, such as temperature,
precipitation, or other climate variables. In this section, we have covered the theory and practical
implementation of these tests using Python. Further tests, such as the Kruskal-Wallis test, will be
discussed in the following sections.



126 Python and Statistics for Climate Informatics




Chapter 4

Extreme Value Theory

127



128 Python and Statistics for Climate Informatics

4.1 Introduction to Extreme Value Theory

Extreme Value Theory (EVT) is a branch of statistics that focuses on modeling and analyzing rare, ex-
treme events. Unlike classical statistical methods that aim to describe the central tendencies of a dataset,
EVT is concerned with understanding the behavior of data at the tails of a distribution—where extreme
values reside. This makes EVT particularly valuable for assessing risks and probabilities associated with
rare but impactful events.

In the context of climate informatics, EVT plays a critical role in studying phenomena such as:
¢ Extreme weather events: Hurricanes, floods, heatwaves, and droughts.

e Risk assessment: Evaluating the probability of catastrophic events occurring over specific time
frames.

e Infrastructure resilience: Designing structures that can withstand extreme loads, such as heavy
rainfall or strong winds.

4.1.1 Why Extreme Value Theory?

Extreme events often have disproportionate impacts on society and ecosystems. For example:

e A single extreme flood can cause billions of dollars in damages and displace thousands of people.

e Record-breaking heatwaves may lead to widespread crop failures and health crises.
Traditional statistical methods are insufficient for analyzing such rare occurrences because:

e The probability of extremes lies in the tails of the distribution, where data is sparse.

e Assumptions of normality or linearity break down at extreme values.

EVT provides a framework for accurately modeling these extremes and estimating their probabilities,
enabling better risk assessment and decision-making.

4.1.2 Overview of EVT Approaches

EVT is built upon two fundamental approaches:

1. Block Maxima Method: This method divides the data into non-overlapping blocks (e.g., annual
maxima) and models the maximum value in each block using the Generalized Extreme Value (GEV)
distribution.

2. Peaks-Over-Threshold (POT) Method: This approach focuses on values exceeding a prede-
fined threshold, modeling the excesses using the Generalized Pareto Distribution (GPD).

Each approach has its own advantages and is suited to specific types of problems:

e The Block Maxima Method is ideal for analyzing annual or monthly extremes.

e The POT Method allows for a more flexible analysis of multiple extreme events within a given
period.
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4.1.3 Applications in Climate Informatics
In climate informatics, EVT is applied to:

e Estimating return levels: For example, determining the intensity of a heatwave that occurs
once every 100 years.

e Understanding temporal trends: Investigating whether extreme events are becoming more
frequent or severe due to climate change.

¢ Regional risk assessments: Analyzing spatial variations in the likelihood of extreme precipita-
tion or wind events.

4.2 Fundamentals of Extreme Value Theory

Extreme Value Theory (EVT) provides the mathematical foundation for analyzing and modeling rare
events. At its core, EVT seeks to describe the behavior of extreme values in a dataset, which is critical
for understanding the risks associated with rare but impactful events. This section introduces key EVT
concepts and includes practical Python examples to demonstrate their application.

4.2.1 Types of Extremes
EVT analyzes extremes using two primary approaches:

1. Block Maxima: Divide the dataset into non-overlapping blocks (e.g., annual or monthly data)
and analyze the maximum value from each block.

2. Peaks-Over-Threshold (POT): Identify all data points exceeding a predefined threshold and
model the exceedances.

Each approach has specific use cases and requires different statistical models.

4.2.2 Block Maxima and the Generalized Extreme Value Distribution

The Block Maxima approach is modeled using the Generalized Extreme Value (GEV) distribution:

-1/¢
F(x)-exp[(lJrﬁmU) ], 1+§%>0,

where:

e s Location parameter, determines the center of the distribution.
e o > 0: Scale parameter, controls the spread of the distribution.

e {: Shape parameter, determines the tail behavior of the distribution.

Python Example: Fitting the GEV Distribution

The following Python example demonstrates fitting a GEV distribution to annual maximum temperature
data.

I import numpy as np
2 import matplotlib.pyplot as plt
from scipy.stats import genextreme
1
# Simulate annual mazimum temperatures (in Celsius)



130 Python and Statistics for Climate Informatics

6 mnp.random.seed (42)
7 annual_max = np.random.normal(loc=35, scale=5, size=50) # 50 years of data

o # Fit a GEV dtitstribution
o shape, loc, scale = genextreme.fit(annual_max)

2 # Generate GEV curwve
ls x = np.linspace(min(annual_max), max(annual_max), 100)
14+ gev_pdf = genextreme.pdf(x, shape, loc=loc, scale=scale)

lc # Plot data and fitted GEV distribution

17 plt.hist(annual_max, bins=10, density=True, alpha=0.6, label= )
s plt.plot(x, gev_pdf, label= , color= )

o plt.xlabel( )

o plt.ylabel( )

plt.legend ()

> plt.title( )

plt.show ()

S - S

Explanation:

e The genextreme.fit() function estimates the GEV parameters (¢, u, o).

e The fitted distribution is visualized alongside the histogram of the data.

4.2.3 Peaks-Over-Threshold and the Generalized Pareto Distribution

The Peaks-Over-Threshold (POT) approach models exceedances above a threshold w using the
Generalized Pareto Distribution (GPD):

G 1-(1 AN 0,1+c4>0
(y)* < +§B> ) y> ) +§B> )

where:

e y=1x — u: Excess over the threshold wu.
e 3> 0: Scale parameter, controls the spread of exceedances.

e £: Shape parameter, determines the tail heaviness.

Python Example: Fitting the GPD

The example below shows how to fit a GPD to precipitation values exceeding a threshold.

from scipy.stats import genpareto

1
3 # Simulate daily precipitation data (in mm)
. mnp.random.seed (42)

5 precipitation = np.random.exponential(scale=10, size=1000) # Daily walues
7 # Define threshold (e.g., 95th percentile)

& threshold = np.percentile(precipitation, 95)

lo # Extract exceedances above the threshold
11 exceedances = precipitation[precipitation > threshold] - threshold

i3 # Fit a GPD to the exzceedances
i+ shape, loc, scale = genpareto.fit(exceedances)

lc # Genmerate GPD curwve
7 x = np.linspace(min(exceedances), max(exceedances), 100)
s gpd_pdf = genpareto.pdf(x, shape, loc=loc, scale=scale)

po # Plot data and fitted GPD distribution
b1 plt.hist(exceedances, bins=10, density=True, alpha=0.6, label= )
b2  plt.plot(x, gpd_pdf, labels= , color= )
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plt.xlabel( )

plt.ylabel( )

plt.legend ()

plt.title( )
plt.show ()

Explanation:

e A threshold is chosen (e.g., the 95th percentile of precipitation).
e Exceedances above the threshold are modeled using the GPD.

e The fitted GPD is visualized alongside the histogram of exceedances.

4.2.4 Key Properties of EVT Models

e Threshold Robustness: The GPD model is flexible for high thresholds, while the GEV model
works for block maxima.

e Tail Behavior: The shape parameter £ determines the probability of extreme events.

e Parameter Interpretability: The parameters u, o, and £ provide insights into the frequency and
intensity of extremes.

4.2.5 Applications in Climate Science

The choice of EVT method depends on the research goal:

e Block Maxima: Suitable for analyzing annual temperature or rainfall maxima.

e POT: Useful for studying frequent exceedances, such as days with extreme precipitation or heat-
waves.

4.3 Block Maxima Method

The Block Maxima Method is one of the primary approaches in Extreme Value Theory (EVT). It
involves dividing the data into non-overlapping blocks (e.g., yearly or monthly intervals) and selecting
the maximum value from each block. The statistical behavior of these block maxima is modeled using
the Generalized Extreme Value (GEV) distribution.

4.3.1 Theoretical Foundation

The Fisher-Tippett theorem states that, for sufficiently large blocks, the distribution of block maxima
converges to the Generalized Extreme Value (GEV) distribution:

e V24 _
F(z) = exp l <1+5$0) ] : 1+§% >0,

where:

e 1 Location parameter, controls the central value of the distribution.
e 0 > 0: Scale parameter, determines the spread of the distribution.

e ¢: Shape parameter, defines the tail behavior:
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— & > 0: Fréchet distribution (heavy-tailed).
— & =0: Gumbel distribution (light-tailed).
— £ < 0: Weibull distribution (bounded tail).

The Block Maxima Method is ideal for analyzing extreme events that occur only once per block (e.g.,
the highest temperature in a year).

4.3.2 Steps in the Block Maxima Method

The Block Maxima Method can be summarized in three steps:

1. Divide the dataset into non-overlapping blocks (e.g., annual or monthly intervals).
2. Extract the maximum value from each block.

3. Fit the GEV distribution to the block maxima.

The following example demonstrates the Block Maxima Method using simulated daily temperature data.

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt
from scipy.stats import genextreme

g W N R

6 # Simulate datily temperatures for 10 years

7 mnp.random.seed (42)

s days_per_year = 365

9 years = 10

lo daily_temperatures = np.random.normal(loc=20, scale=5, size=days_per_year * years)

12 # Create a DataFrame for easter manipulation
3 dates = pd.date_range(start= , periods=days_per_year * years, freq= )
14+ temperature_df = pd.DataFrame ({ : dates, : daily_temperatures})

lc # Extract annual mazima
7 temperature_df [ ] = temperature_df[ ].dt.year
s annual_maxima = temperature_df.groupby ( ) 1.max ()

o # Fit GEV to annual mazima
1 shape, loc, scale = genextreme.fit(annual_maxima)

3 # Generate GEV PDF
+ x = np.linspace(annual_maxima.min(), annual_maxima.max(), 100)

5 gev_pdf = genextreme.pdf (x, shape, loc=loc, scale=scale)

7 # Plot annual mazima and GEV fit

¢ plt.hist(annual_maxima, bins=10, density=True, alpha=0.6, label= )
o plt.plot(x, gev_pdf, label= , color= )

50 plt.xlabel( )

;1 plt.ylabel( )

2 plt.title( )

53 plt.legend ()
54 plt.show ()

Explanation:

e Simulated daily temperature data is grouped by year to extract annual maxima.
e The genextreme.fit () function is used to fit the GEV distribution to the maxima.

e The GEV fit is visualized alongside the histogram of annual maxima.
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4.3.3 Advantages and Limitations
Advantages:

e The method is simple and easy to implement.

e The GEV distribution provides a unified framework for modeling extremes.
Limitations:

e Data inefficiency: Only one maximum value per block is used, potentially discarding useful infor-
mation.

e Block size selection: Choosing an appropriate block size can be challenging. Too large a block may
miss important extremes, while too small a block may violate the independence assumption.

4.3.4 Applications in Climate Informatics
The Block Maxima Method is commonly used in climate informatics to analyze:
e Annual maximum temperatures or precipitation levels.

e Seasonal peak wind speeds or river discharges.

e The strongest hurricanes or storms within a given year.

4.4 Peaks-Over-Threshold (POT) Method

The Peaks-Over-Threshold (POT) Method is an alternative approach in Extreme Value Theory
(EVT) that focuses on modeling exceedances above a predefined threshold. Unlike the Block Maxima
Method, which analyzes only one value per block, the POT method captures multiple extreme values
within a given period, making it more data-efficient for analyzing frequent extremes.

4.4.1 Theoretical Foundation

The Pickands-Balkema-de Haan theorem states that, for a sufficiently high threshold w, the distribution
of exceedances above u can be approximated by the Generalized Pareto Distribution (GPD):

y\ e Yy
G(y):l—(l—i—fﬁ) , y>0,1+£B>0,

where:

e y =z — u: Excess above the threshold w.
e 3> 0: Scale parameter, determines the spread of exceedances.

e ¢: Shape parameter, determines the heaviness of the tail.

The POT method is particularly suited for analyzing datasets with frequent extreme values, such as
daily precipitation exceeding a certain intensity.
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4.4.2 Steps in the POT Method

The POT method involves the following steps:

1. Define a threshold u based on the data (e.g., the 95th percentile).
2. Identify exceedances y = x — u above the threshold.
3. Fit a Generalized Pareto Distribution (GPD) to the exceedances.

4. Evaluate the fitted GPD model to estimate probabilities and return levels.

The following example demonstrates the POT method using simulated precipitation data.

I import numpy as np

2 import matplotlib.pyplot as plt

3 from scipy.stats import genpareto
1

# Simulate daily precipitation data (in mm)
6 mnp.random.seed (42)
7 precipitation = np.random.exponential (scale=10, size=1000) # Daily wvalues

o # Define threshold (e.g., 95th percentile)
o threshold = np.percentile(precipitation, 95)

12 # Identify exceedances
Iz exceedances = precipitation[precipitation > threshold] - threshold

s # Fit a GPD to the exzceedances
ic shape, loc, scale = genpareto.fit(exceedances)

s # Genmerate GPD curwve
o x = np.linspace(min(exceedances), max(exceedances), 100)

0o gpd_pdf = genpareto.pdf(x, shape, loc=loc, scale=scale)

2 # Plot exceedances and fitted GPD

plt.hist(exceedances, bins=10, density=True, alpha=0.6, label= )
. plt.plot(x, gpd_pdf, label= , color= )
6 plt.ylabel( )
7 plt.title( )

s plt.legend )

b5 plt.xlabel( )
2}
bo  plt.show()

Explanation:

e The 95th percentile of the data is chosen as the threshold.
e Exceedances above the threshold are extracted and modeled using the GPD.

e The fitted GPD distribution is visualized alongside the histogram of exceedances.

4.4.3 Advantages and Limitations

Advantages:

e More data-efficient than the Block Maxima Method, as it uses all exceedances rather than a single
maximum per block.

e Suitable for analyzing frequent extreme events.

e Flexible in selecting thresholds for different applications.

Limitations:
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e Threshold selection is critical and subjective. Choosing a threshold too low includes non-extreme
values, while a threshold too high reduces sample size.

e Assumes exceedances are independent, which may not hold in time-dependent data such as daily
precipitation.

4.4.4 Applications in Climate Informatics

The POT method is widely used in climate science to analyze:

e Extreme precipitation events exceeding a specific intensity threshold.
e Heatwaves lasting several days with temperatures above a critical level.

e River discharge values exceeding flood warning levels.

4.5 Parameter Estimation in EVT

Parameter estimation is a critical step in applying Extreme Value Theory (EVT). Accurate estimation
of parameters such as location (u), scale (¢), and shape (§) ensures reliable modeling of extreme events
using the Generalized Extreme Value (GEV) or Generalized Pareto Distribution (GPD).

4.5.1 Methods of Parameter Estimation

Several methods can be used to estimate the parameters of EVT models:

1. Maximum Likelihood Estimation (MLE):

e Finds parameter values that maximize the likelihood of observing the given data.

e Most commonly used method due to its efficiency and theoretical properties.
2. Method of Moments:

e Estimates parameters by equating sample moments (mean, Variance) to theoretical moments.

e Simpler to compute but less efficient than MLE.
3. Bayesian Estimation (Optional):

e Incorporates prior knowledge about parameters using Bayesian inference.

e Computationally intensive and requires careful selection of priors.

4.5.2 Maximum Likelihood Estimation for GEV

The likelihood function for the GEV distribution is:
L(M707 5) = Hf(xi;ﬂva7 5)»
i=1

where f(x;u,0,§) is the GEV probability density function (PDF). The parameters u, o, and £ are
estimated by maximizing L.

Python Example: MLE for GEV
The following Python code demonstrates MLE for fitting a GEV distribution.
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I import numpy as np
2 from scipy.stats import genextreme
3 import matplotlib.pyplot as plt

5 # Simulate annual mazimum temperatures
6 mnp.random.seed (42)
7 annual_maxima = np.random.normal(loc=35, scale=5, size=50) # 50 years of data

o # Fit GEV distribution wusing MLE
o shape, loc, scale = genextreme.fit(annual_maxima)

2 # Display estimated parameters

13 print(f )

1+ print (£ )
15 print (f )

17 # Plot histogram and fitted GEV PDF

ls x = np.linspace(min(annual_maxima), max(annual_maxima), 100)

1o gev_pdf = genextreme.pdf(x, shape, loc=loc, scale=scale)

2O

b1 plt.hist(annual_maxima, bins=10, density=True, alpha=0.6, label= )
b2 plt.plot(x, gev_pdf, labels= , color= )

b3 plt.xlabel( )

bi  plt.ylabel( )

b5 plt.legend()

be  plt.title( )

b7 plt.show()

Explanation:
e The genextreme.fit() function applies MLE to estimate the GEV parameters.
e The fitted GEV PDF is visualized alongside the histogram of annual maxima.
4.5.3 Maximum Likelihood Estimation for GPD
The likelihood function for the GPD is:
m
L(B,&) = [ [ 9(wi: 8, ),
i=1

where g(y; 8,€) is the GPD PDF, and y; are the exceedances.
Python Example: MLE for GPD

The following example demonstrates MLE for fitting a GPD to exceedances above a threshold.

1 from scipy.stats import genpareto

# Simulate daily precipitation data
np.random.seed (42)
precipitation = np.random.exponential(scale=10, size=1000) # Daily walues

AW

o

7 # Define threshold (e.g., 95th percentile)
¢ threshold = np.percentile(precipitation, 95)

lo # Extract exzceedances above the threshold
l1 exceedances = precipitation[precipitation > threshold] - threshold

13 # Fit GPD wusing MLE
1+ shape, loc, scale = genpareto.fit(exceedances)

6 # Display estimated parameters
17  print (f )
ls  print(f )

po # Plot histogram and fitted GPD PDF
b1 x = np.linspace(min(exceedances), max(exceedances), 100)
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b2 gpd_pdf = genpareto.pdf(x, shape, loc=loc, scale=scale)

b4+ plt.hist(exceedances, bins=10, density=True, alpha=0.6, label= )
b5 plt.plot(x, gpd_pdf, label= , color= )

be  plt.xlabel( )

b7 plt.ylabel( )

bs  plt.legend ()

bo  plt.title( )

50 plt.show()

Explanation:

e The genpareto.fit () function applies MLE to estimate the GPD parameters.

e The histogram of exceedances is plotted alongside the fitted GPD PDF.

4.6 Return Levels and Risk Assessment

Return levels and risk assessment are crucial applications of Extreme Value Theory (EVT) in under-
standing the probability and impact of extreme events. Return levels quantify the magnitude of an event
expected to occur within a specified return period, providing insights into the risks associated with rare
but significant phenomena.

4.6.1 Theoretical Foundation

The return level, denoted as z7, is the value expected to be exceeded on average once every T years
(or T observations, depending on the data frequency). For a given return period T, the return level is
derived from the cumulative distribution function (CDF) of the extreme value model.

4.6.1.a Return Levels for GEV Distribution

For the Generalized Extreme Value (GEV) distribution:

F(z) = exp [— (1 + gt“) _1/1 :

the return level z is given by:

or=pt g (= 1/T) 1], £ £0.

4.6.1.b Return Levels for GPD

For the Generalized Pareto Distribution (GPD), the return level zr is:

:L‘T:u—i—g[(T)\)f—l], £40,

where:

e u: Threshold.
e [3: Scale parameter.

e \: Mean exceedance rate (number of exceedances per observation period).
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4.6.2 Estimating Return Levels in Python

The following examples demonstrate how to estimate return levels using Python.

4.6.2.a Example: Return Levels for GEV Distribution

I import numpy as np
2 from scipy.stats import genextreme

1 # Simulate annual mazimum temperatures
5 mnp.random.seed (42)
6 annual_maxima = np.random.normal(loc=35, scale=5, size=50) # 50 years of data

s # Fit GEV distribution
o shape, loc, scale = genextreme.fit(annual_maxima)

11 # Define return pertods (e.g., 10, 50, 100 years)

> return_periods = [10, 50, 100]

L3 return_levels = [loc + (scale / shape) * ((-np.log(l - 1/T))**(-shape) - 1) for T in
return_periods]

ha

5 # Print return levels

6 for T, x_T in zip(return_periods, return_levels):

L7 print (£ )

Explanation:

e The return level formula for the GEV distribution is applied to specified return periods.

e The return levels indicate the magnitude of extreme events expected for 10, 50, and 100 years.

4.6.2.b Example: Return Levels for GPD

1 from scipy.stats import genpareto

# Simulate datly precipitation data
. np.random.seed (42)
5 precipitation = np.random.exponential(scale=10, size=1000)

7 # Define threshold (e.g., 95th percentile)
s threshold = np.percentile(precipitation, 95)
o exceedances = precipitation[precipitation > threshold] - threshold

i1 # Fit GPD to ezceedances
> shape, loc, scale = genpareto.fit(exceedances)

la # Define return pertiods

15 exceedance_rate = len(exceedances) / len(precipitation)

6 return_periods = [10, 50, 100]

17 return_levels = [threshold + (scale / shape) * ((T * exceedance_rate)**shape - 1)
for T in return_periods]

lo # Print return levels
o for T, x_T in zip(return_periods, return_levels):
print (£ )

S

Explanation:

e The mean exceedance rate is calculated as the number of exceedances divided by the total number
of observations.

e Return levels are estimated for specified return periods using the GPD formula.
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4.6.3 Risk Assessment Using Return Levels

Return levels play a critical role in assessing risks associated with extreme events:

e Infrastructure Design: Estimating the maximum load (e.g., rainfall, wind speed) infrastructure
must withstand over its lifetime.

e Disaster Preparedness: Identifying areas at high risk of extreme events to inform resource
allocation and emergency planning.

e Climate Adaptation: Quantifying changes in return levels over time to assess the impacts of
climate change.

4.6.4 Limitations and Uncertainties

e Model Assumptions: EVT models assume independence of extreme events, which may not
always hold (e.g., during heatwaves or consecutive storms).

e Threshold Selection: The choice of threshold in the POT method can significantly impact return
level estimates.

e Sample Size: Small sample sizes can lead to large uncertainties in parameter estimates.

4.7 Diagnostic Tools and Model Validation

Accurate diagnosis and validation of Extreme Value Theory (EVT) models are crucial to ensure the
reliability of estimated parameters and predictions. Diagnostic tools help evaluate the goodness-of-fit of
EVT models, assess assumptions, and identify potential issues in the model.

4.7.1 Key Diagnostic Tools for EVT Models

4.7.1.a Probability Plot

A probability plot compares the empirical CDF of the data with the fitted theoretical CDF. If the model
fits well, the points will lie approximately on a straight line.

4.7.1.b Quantile-Quantile (Q-Q) Plot

A Q-Q plot compares the quantiles of the observed data to the quantiles of the fitted distribution.
Deviations from the straight line indicate model misspecification.

4.7.1.c Return Level Plot

A return level plot visualizes return levels as a function of the return period. If the model fits well,
observed values should align with the theoretical curve.

4.7.1.d Goodness-of-Fit Tests

Statistical tests such as the Kolmogorov-Smirnov (K-S) test or Anderson-Darling test quantify the dis-
crepancy between the empirical and theoretical distributions.
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4.7.2 Python Implementation of Diagnostic Tools

The following Python examples demonstrate common diagnostic tools for EVT models.

4.7.2.a Example: Diagnostic Tools for GEV

import numpy as np
from scipy.stats import genextreme
import matplotlib.pyplot as plt

S S N

# Simulate annual mazimum temperatures
¢ np.random.seed (42)
7 annual_maxima = np.random.normal(loc=35, scale=5, size=50)

o # Fit GEV distribution
to shape, loc, scale = genextreme.fit(annual_maxima)

12 # Probability plot

13 prob_empirical = np.arange(l, len(annual_maxima) + 1) / (len(annual_maxima) + 1)
14+ sorted_data = np.sort(annual_maxima)
L5 gev_cdf = genextreme.cdf (sorted_data, shape, loc=loc, scale=scale)

17 plt.figure(figsize=(8, 4))

s plt.plot(prob_empirical, gev_cdf, , label= )
o plt.plot([O, 1], [0, 1], , label= )
o plt.xlabel( )
1 plt.ylabel( )
plt.title( )

3 plt.legend )
1+ plt.show()

6 # Quantile-Quantile (Q-Q) plot

7 gev_quantiles = genextreme.ppf(prob_empirical, shape, loc=loc, scale=scale)
s plt.figure(figsize=(8, 4))

o plt.plot(sorted_data, gev_quantiles, , label= )
;0 plt.plot([min(sorted_data), max(sorted_data)l,

31 [min(sorted_data), max(sorted_data)l, , label= )

52 plt.xlabel( )

53 plt.ylabel( )

4 plt.title( )

55 plt.legend ()
56 plt.show()

58 # Return level plot
50 return_periods = np.array([10, 50, 100])

10 return_levels = loc + (scale / shape) * ((-np.log(l - 1 / return_periods))**(-shape)
- 1)

11

ko plt.figure(figsize=(8, 4))

i35 plt.plot(return_periods, return_levels, , label= )

i+ plt.xlabel( )

5 plt.ylabel( )

16 plt.title( )

k7 plt.legend ()
15 plt.show()

Explanation:

e The probability plot compares empirical probabilities with theoretical probabilities derived from
the GEV CDF.

e The Q-Q plot assesses the alignment of observed quantiles with theoretical quantiles.

e The return level plot visualizes return levels for specific return periods, providing insights into
extreme event magnitudes.

4.7.2.b Example: Diagnostic Tools for GPD
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1 from scipy.stats import genpareto

# Simulate daily precipitation data
. np.random.seed (42)
5 precipitation = np.random.exponential(scale=10, size=1000)

7 # Define threshold (e.g., 95th percentile)
¢ threshold = np.percentile(precipitation, 95)
o exceedances = precipitation[precipitation > threshold] - threshold

L # Fit GPD
1> shape, loc, scale = genpareto.fit(exceedances)

la # Probability plot for GPD

1o plt.figure(figsize=(8, 4))

bo plt.plot(prob_empirical, gpd_cdf, , label= )
b1 plt.plot([O, 11, [0, 1], , label= )

bo  plt.xlabel( )

b3 plt.ylabel( )

ba plt.title( )

b5 plt.legend()
b6 plt.show()

ps  # Q-0 plot for GPD
0 plt.figure(figsize=(8, 4))

51 plt.plot(sorted_exceedances, gpd_quantiles, , label=
2 plt.plot([min(sorted_exceedances), max(sorted_exceedances)],

;7 plt.legend ()
s plt.show ()

15 prob_empirical = np.arange(l, len(exceedances) + 1) / (len(exceedances) + 1)
lc sorted_exceedances = np.sort(exceedances)
17 gpd_cdf = genpareto.cdf(sorted_exceedances, shape, loc=loc, scale=scale)

bo gpd_quantiles = genpareto.ppf (prob_empirical, shape, loc=loc, scale=scale)

33 [min(sorted_exceedances), max(sorted_exceedances)], , label=
)

4 plt.xlabel( )

55 plt.ylabel( )

56 plt.title( )

Explanation:

e Diagnostic tools for the GPD follow a similar process to those for the GEV.

e Visual comparisons allow for the assessment of the goodness-of-fit for exceedances.
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5.1 Introduction to Time Series Analysis

Time series analysis is a fundamental tool in climate informatics, enabling researchers to study temporal
patterns, trends, and variability in climate data. A time series is a sequence of observations recorded
at regular time intervals, where the temporal order of the data is critical for understanding underlying
dynamics.

5.1.1 Applications of Time Series Analysis in Climate Science

Time series analysis provides powerful insights into climate variability and change. Some prominent
applications include:

e Trend Analysis: Identifying long-term trends in global temperature, sea level rise, or greenhouse
gas concentrations.

e Seasonality: Analyzing periodic phenomena like monsoons, El Nino—Southern Oscillation
(ENSO), and seasonal temperature variations.

e Extreme Event Detection: Studying the occurrence and intensity of extreme events such as
heatwaves, droughts, and floods.

e Forecasting: Predicting future climate variables, such as precipitation or wind speeds, using
historical data.

5.1.2 Basic Characteristics of Time Series
A typical time series exhibits the following components:

1. Trend: The long-term increase or decrease in the data.

2. Seasonality: Regular, periodic fluctuations occurring within fixed intervals (e.g., annual or
monthly cycles).

3. Noise: Irregular, random variations that cannot be explained by trends or seasonality.
Understanding these components is essential for meaningful analysis. For instance, removing trends and
seasonality can help isolate anomalies or random fluctuations in the data.

The following Python example demonstrates how to visualize the components of a climate time series
using synthetic temperature data.

I import numpy as np

2 import pandas as pd

3 import matplotlib.pyplot as plt

1+ from statsmodels.tsa.seasonal import seasonal_decompose

o

6 # Simulate monthly temperature data with trend and seasonality
7 np.random.seed (42)
¢ time = np.arange(1, 121) # 10 years of monthly data

o trend = 0.05 * time # Linear trend

0 seasonality = 10 * np.sin(2 * np.pi * time / 12) # Annual seasonality
i noise = np.random.normal(scale=2, size=len(time)) # Random noise

2 temperature = 20 + trend + seasonality + noise

s # Create a pandas DataFrame

15 dates = pd.date_range(start= , periods=len(time), freq= )
¢ temperature_df = pd.DataFrame ({ : dates, : temperaturel)
17 temperature_df.set_index( , inplace=True)

lo # Decompose the time series
bo decomposition = seasonal_decompose(temperature_df[ ], model= s
period=12)
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R1

p2 # Plot the original series and its components

bs  plt.figure(figsize=(10, 8))

b+ plt.subplot (411)

b5 plt.plot(temperature_df [ 1, label= )
be  plt.legend(loc= )

b7 plt.subplot (412)

bs plt.plot(decomposition.trend, label= )

bo  plt.legend(loc= )

50 plt.subplot (413)

;1 plt.plot(decomposition.seasonal, labels= )
52 plt.legend(loc= )

3 plt.subplot (414)

s+ plt.plot(decomposition.resid, label= )

550 plt.legend(loc= )

56 plt.tight_layout ()

;7 plt.show ()

Explanation:

e The synthetic temperature data includes a linear trend, an annual sinusoidal seasonality, and
random noise.

e The seasonal _decompose function from statsmodels decomposes the time series into its trend,
seasonal, and residual components.

5.2 Basic Time Series Components

A time series typically consists of multiple underlying components that together describe the observed
data. Decomposing a time series into its components helps us better understand the underlying patterns,
trends, and irregularities. The primary components of a time series are:

5.2.1 Trend

The trend represents the long-term movement in the data, indicating whether the values are generally
increasing, decreasing, or remaining constant over time. For example, a steady rise in global surface
temperature over decades reflects a positive trend.

5.2.2 Seasonality

Seasonality refers to regular, periodic fluctuations in the data that occur at fixed intervals, such as
daily, monthly, or annually. These patterns are often driven by natural cycles, such as seasonal changes
in temperature or precipitation.

5.2.3 Residuals (Noise)

The residuals or noise represent the irregular, unpredictable variations in the data that cannot be
explained by trends or seasonality. Residuals are typically treated as random errors.

5.2.4 Decomposition of Time Series

Decomposing a time series involves separating it into its individual components: trend, seasonality, and
residuals. This can be done using two models:
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e Additive Model: Assumes the time series can be expressed as:
Yi=Ti + St + Ry,
where T; is the trend, S; is the seasonality, and Ry is the residual.
e Multiplicative Model: Assumes the time series can be expressed as:
Y, =1T;- S R;.
The choice of model depends on the nature of the data. Additive decomposition is used when variations

are constant over time, while multiplicative decomposition is suitable when variations grow or shrink
proportionally with the trend.

The following Python example demonstrates the decomposition of a time series into its components.

I import numpy as np

2 import pandas as pd

3 import matplotlib.pyplot as plt

1 from statsmodels.tsa.seasonal import seasonal_decompose

o

6 # Simulate monthly precipitation data with trend and seasonality
7 mnp.random.seed (42)
& time = np.arange(l, 121) # 10 years of monthly data

9 trend = 2 + 0.1 * time # Linear trend

0 seasonality = 5 * np.sin(2 * np.pi * time / 12) # Annual seasonality
l1 noise = np.random.normal(scale=1, size=len(time)) # Random notise

12 precipitation = trend + seasonality + noise

14 # Create a pandas DataFrame

15 dates = pd.date_range(start= , periods=len(time), freq= )
6 precipitation_df = pd.DataFrame ({ : dates, : precipitationl})
17 precipitation_df.set_index( , inplace=True)

lo # Decompose the time series
bo decomposition = seasonal_decompose(precipitation_df[ 1,
model= , period=12)

2 # Plot the original series and its compomnents
b3 plt.figure(figsize=(10, 8))
. plt.subplot (411)

b5 plt.plot(precipitation_df[ 1, labels= )
bc  plt.legend(loc= )

b7  plt.subplot (412)

bs  plt.plot(decomposition.trend, label= )

bo  plt.legend(loc= )

;0 plt.subplot (413)

;1 plt.plot(decomposition.seasonal, label= )
;2 plt.legend(loc= )

3. plt.subplot (414)

24 plt.plot(decomposition.resid, label= )

;5 plt.legend(loc= )

56 plt.tight_layout ()

57 plt.show ()

Explanation:

e The synthetic precipitation data includes a linear trend, an annual sinusoidal seasonality, and
random noise.

e The seasonal_decompose function from statsmodels decomposes the time series into its additive
components.

e Each component is visualized, allowing us to analyze the underlying patterns separately.

5.2.5 Importance of Time Series Decomposition

Decomposing a time series into its components has several benefits:
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e Identifying long-term trends for policy-making and planning.
e Analyzing seasonal effects for resource management (e.g., energy, water).

e Isolating noise to focus on meaningful signals in the data.

5.3 Stationarity and Autocorrelation

Stationarity and autocorrelation are fundamental concepts in time series analysis. Understanding these
properties is essential for modeling and interpreting climate data, as they influence the choice of analysis
techniques and models.

5.3.1 Stationarity

A time series is stationary if its statistical properties, such as mean, variance, and autocorrelation,
remain constant over time. Stationarity ensures that the relationships in the data do not change, making
the series more predictable and easier to model.

Types of Stationarity:

e Strict Stationarity: The joint distribution of data points does not change over time.

e Weak (Second-Order) Stationarity: The mean, variance, and autocorrelation structure are
time-invariant.

Why Stationarity Matters:

e Many statistical models, such as ARIMA, assume stationarity.

e Non-stationary data can lead to misleading results if trends or seasonality are not accounted for.

5.3.1.a Testing for Stationarity

The Augmented Dickey-Fuller (ADF) test is commonly used to check for stationarity. The null hypoth-
esis (Hp) assumes the presence of a unit root (non-stationarity), while the alternative hypothesis (H;)
indicates stationarity.

5.3.2 Autocorrelation and Partial Autocorrelation

Autocorrelation measures the correlation between a time series and its lagged values. It quantifies
how well current values are related to past values.

Partial Autocorrelation measures the correlation between a time series and its lagged values after
accounting for the contributions of intermediate lags.

Applications of Autocorrelation:

e Detecting periodicity or seasonality.

e Evaluating the suitability of time series models (e.g., AR, MA).
5.3.2.a Autocorrelation Function (ACF)

The autocorrelation function (ACF) calculates the correlation at various lags and provides a graphical
representation of these correlations.
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5.3.2.b Partial Autocorrelation Function (PACF)
The partial autocorrelation function (PACF) isolates the correlation of a lag after removing the influence
of earlier lags.

The following Python code demonstrates how to test for stationarity and analyze autocorrelation in a
climate-related time series.

I import numpy as np

2 import pandas as pd

3 import matplotlib.pyplot as plt

+ from statsmodels.tsa.stattools import adfuller

5 from statsmodels.graphics.tsaplots import plot_acf, plot_pacf

7 # Simulate a time series with trend and seasonality
s mnp.random.seed (42)

9 time = np.arange(1l, 121)

0 trend = 0.1 * time

| seasonality = 5 * np.sin(2 * np.pi * time / 12)

> noise = np.random.normal(scale=1, size=len(time))

3 temperature = 20 + trend + seasonality + noise

5 # Create a DataFrame

ic dates = pd.date_range(start= , periods=len(time), freq= )
17 temperature_df = pd.DataFrame ({ : dates, : temperaturel)
s temperature_df.set_index( , inplace=True)

o # Perform the Augmented Dickey-Fuller (ADF) test

I adf_result = adfuller(temperature_df[ D)
2> print( , adf_result [0])
print ( , adf_result[1])

6 plt.figure(figsize=(10, 8))

bs # Plot Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF)
2
b7 plt.subplot (211)

& plot_acf (temperature_df [ 1, lags=20, ax=plt.gca())
o plt.title( )

50 plt.subplot (212)

51 plot_pacf (temperature_df [ ], lags=20, ax=plt.gca())
2 plt.title( )

3 plt.tight_layout ()
s plt.show ()

Explanation:

e The time series includes a trend, seasonality, and noise.
e The adfuller function tests for stationarity:

— A p-value > 0.05 indicates non-stationarity (fail to reject Hp).
— A p-value < 0.05 indicates stationarity (reject Hp).

e The ACF plot shows correlations at different lags, while the PACF plot isolates the contribution
of each lag.

5.3.3 Dealing with Non-Stationary Data

If a time series is non-stationary, the following techniques can be applied:

e Differencing: Subtract consecutive observations to remove trends.
e Detrending: Subtract a fitted trend from the data.

e Seasonal Adjustment: Remove seasonal effects by decomposition.
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5.3.4 Importance of Stationarity and Autocorrelation
Understanding stationarity and autocorrelation helps in:
e Choosing appropriate time series models.

e Identifying periodic behaviors in climate data.

e Enhancing the accuracy of forecasts and predictions.

5.4 Time Series Smoothing and Filtering

Smoothing and filtering are essential techniques in time series analysis to reduce noise and highlight
underlying patterns such as trends and seasonality. These methods are particularly useful for analyzing
climate data, where noise often obscures meaningful signals.

5.4.1 Smoothing Techniques

Smoothing involves averaging data points within a moving window to reduce short-term fluctuations.
Common smoothing methods include:

5.4.1.a Moving Average

The moving average smooths data by replacing each data point with the average of its neighboring
points over a fixed window size:

t
1
thed
Y'tsmoo e :% Z }/i’
i=t—k+1

where k is the window size.

5.4.1.b Exponential Smoothing
Exponential smoothing gives more weight to recent observations, allowing the smoothed series to

adapt quickly to changes:
St = OCYYt + (1 — Oé)Stfh

where Sy is the smoothed value at time ¢ and « is the smoothing factor (0 < o < 1).

5.4.2 Filtering Techniques

Filtering separates signals from noise or extracts specific components of a time series. Popular filtering
methods include:

5.4.2.a Butterworth Filter

The Butterworth filter is a type of low-pass filter used to remove high-frequency noise while preserving
low-frequency trends.
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5.4.2.b Kalman Filter
The Kalman filter is a recursive method for estimating the hidden state of a process by accounting for
both measurement noise and system dynamics.

The following Python code demonstrates smoothing and filtering techniques applied to a climate-related
time series.

import numpy as np

import pandas as pd

: import matplotlib.pyplot as plt

i from scipy.signal import butter, filtfilt

0

6 # Simulate monthly temperature data with noise
7 mnp.random.seed (42)
s time = np.arange(l, 121)

9 trend = 0.1 * time

0 seasonality = 5 * np.sin(2 * np.pi * time / 12)

i1 noise = np.random.normal(scale=1.5, size=len(time))

> temperature = trend + seasonality + noise

I3

la # Create a DataFrame

15 dates = pd.date_range(start= , periods=len(time), freq= )

le6 temperature_df = pd.DataFrame ({ : dates, : temperaturel)
17 temperature_df.set_index( , inplace=True)

lo # Moving Average
bo  temperature_df [ 1 =
temperature_df [ ].rolling(window=12) .mean ()

p2 # Expomential Smoothing
ps  alpha = 0.3
. temperature_df [ ]

temperature_df [ ].ewm(alpha=alpha) .mean ()

pe # Butterworth Filter
b7 def butter_lowpass_filter (data, cutoff, fs, order=4):
2

8 nyquist = 0.5 * fs
9 normal_cutoff = cutoff / nyquist
30 b, a = butter(order, normal_cutoff, btype= , analog=False)

31 return filtfilt(b, a, data)

3 cutoff_frequency = 1 / 12 # Annual cutoff frequency

5o fs = 1 # Sampling frequency (monthly data)

5 temperature_df [ ] = butter_lowpass_filter (temperature, cutoff_frequency,
fs)

57 # Plot Original and Smoothed Series
s plt.figure(figsize=(10, 6))

50 plt.plot(temperature_df [ ], label= , alpha=0.5)

ko plt.plot(temperature_df [ 1, label= , linewidth=2)

11 plt.plot(temperature_df [ 1, label= , linewidth=2)
> plt.plot(temperature_df [ ], label= , linewidth=2)

5 plt.legend()

v plt.title( )

ks plt.xlabel( )

6 plt.ylabel( )

k7 plt.show()

Explanation:

e The original temperature series is smoothed using three methods: moving average, exponential
smoothing, and Butterworth filtering.

e The Butterworth filter removes high-frequency noise, preserving the low-frequency trend.

e Visualizations allow comparisons between the original and smoothed series.
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5.4.3 Applications of Smoothing and Filtering

Smoothing and filtering techniques are widely used in climate science for:

e Highlighting long-term temperature trends while ignoring short-term fluctuations.
e Isolating seasonal signals from noisy precipitation datasets.

e Preparing time series data for advanced modeling, such as forecasting or anomaly detection.

5.4.4 Limitations of Smoothing and Filtering

While effective, these techniques have limitations:

e Loss of Detail: Smoothing can obscure short-term events or abrupt changes.
e Parameter Sensitivity: Results depend on parameters like window size or smoothing factor.
e Edge Effects: Filters and moving averages may produce unreliable results near the edges of the

series.

Smoothing and filtering lay the foundation for more advanced time series techniques, ensuring that the
underlying patterns are clearly identified before further analysis.

5.5 Fourier Analysis and Spectral Methods

Fourier analysis is a powerful mathematical technique used to decompose time series data into its con-
stituent frequencies. By analyzing the frequency domain representation of a time series, researchers can
identify periodicities and dominant cycles that may not be immediately apparent in the time domain.
Spectral methods build on Fourier analysis to quantify the energy or variance associated with each
frequency, providing critical insights into periodic processes in climate data.

5.5.1 Theoretical Foundation of Fourier Analysis

Fourier Transform: The Fourier transform converts a time series from the time domain into the
frequency domain. For a continuous function f(¢), the Fourier transform is defined as:

F(w) = /OO f(t)e ™t dt,
where:

e w is the angular frequency.
e F(w) is the complex-valued frequency spectrum.

e ¢~ ™! represents oscillatory components of the series.

The inverse Fourier transform reconstructs the time series from its frequency domain representation:

£(1) 1/00 Fw)e! du.

:%_oo

Discrete Fourier Transform (DFT): For discrete data, the Fourier transform is approximated by the
Discrete Fourier Transform (DFT), defined as:

N-1
X = E xne—z%rlm/N7

n=0
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where:

e 1z, is the n-th data point in the time series.
e N is the total number of data points.
e X} is the DFT coefficient for the k-th frequency.

Power Spectrum: The power spectrum quantifies the energy or variance associated with each

frequency component:
P(w) = |F(w)[,

where |F(w)| is the magnitude of the Fourier coefficients.
5.5.2 Applications of Fourier Analysis in Climate Science
Fourier analysis and spectral methods are widely used in climate informatics to:

e Identify dominant periodicities, such as annual cycles in temperature or precipitation.

e Detect long-term oscillations, such as El Nino—-Southern Oscillation (ENSO) or the North Atlantic
Oscillation (NAO).

e Quantify energy contributions at different timescales to understand variability.
5.5.3 Limitations of Fourier Analysis

While Fourier analysis is a powerful tool, it has limitations:

e Assumes stationarity: Time series must have constant statistical properties.

e Poor temporal resolution: Provides frequency information but does not localize when changes occur
(addressed by wavelet analysis).

e Sensitive to data length: Truncated series may lead to spectral leakage.

The following Python code demonstrates Fourier analysis on synthetic climate data.

I import numpy as np
import matplotlib.pyplot as plt

RN

1 # Simulate monthly temperature data with annual seasonality
5 np.random.seed (42)
6 time = np.linspace(0, 10, 120) # 10 years of monthly data

7 seasonality = 5 * np.sin(2 * np.pi * time) # Annual cycle

s trend = 0.1 * time # Linear trend

o noise = np.random.normal(scale=1, size=len(time)) # Random noise
0 temperature = seasonality + trend + noise

2 # Perform Fourier Transform

15 fft_coeffs = np.fft.fft(temperature)

L« frequencies = np.fft.fftfreq(len(time), d=1/12) # Monthly frequency (1 cycle per
year)

lc # Compute Power Spectrum
17 power_spectrum = np.abs(fft_coeffs)*x*2

lo # Plot original time series
o plt.figure(figsize=(12, 6))
1 plt.subplot(2, 1, 1)

> plt.plot(time, temperature, label= )
plt.xlabel( )
1+ plt.ylabel( )

T N

5 plt.title( )
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bs  plt.legend()

ps # Plot Power Spectrum
bo  plt.subplot(2, 1, 2)
;0 plt.stem(frequencies[:len(frequencies)//2], power_spectrum[:len(frequencies)//2],

31 linefmt= , markerfmt= , basefmt= , label= )
2> plt.xlabel( )

33 plt.ylabel( )

4 plt.title( )

;5 plt.legend ()
56 plt.tight_layout ()
57 plt.show ()

Explanation:

e The np.fft.fft function computes the Fourier transform of the time series.

e The power spectrum reveals a dominant frequency at 1 cycle per year, corresponding to the annual
seasonality.

e The visualization includes both the original time series and its power spectrum for clear interpre-
tation.

5.5.4 Spectral Density Estimation

In practice, spectral analysis often uses techniques like the periodogram or Welch’s method to estimate
the spectral density:

where S(w) is the spectral density at frequency w.

Python provides efficient tools for spectral density estimation, such as:

e scipy.signal.welch for Welch’s method.

e matplotlib.mlab.psd for periodograms.

5.6 Empirical Orthogonal Functions (EOF) Analysis

Empirical Orthogonal Functions (EOF) analysis, also known as Principal Component Analysis (PCA)
in the time series context, is a powerful tool for identifying dominant patterns of variability in spatially
and temporally resolved climate datasets. EOF analysis decomposes a dataset into orthogonal modes,
enabling the representation of complex variability using a smaller set of components.

5.6.1 Theoretical Foundation of EOF Analysis

EOF analysis seeks to represent a multivariate dataset X as a linear combination of spatial patterns
(EOFs) and their corresponding temporal coefficients (Principal Components, PCs). Mathematically:

k
X(t,s) =Y _PC;(t) - EOF;(s) + e,
i=1
where:

e X (t,s): The data matrix, where t represents time and s represents spatial location.

e EOF,(s): The i-th EOF, representing a spatial pattern.
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e PC;(¢t): The i-th Principal Component, representing temporal evolution.

e ¢: The residual error.
Steps in EOF Analysis:

1. Center the data by removing the mean at each spatial point.

2. Compute the covariance or correlation matrix.

3. Perform eigenvalue decomposition to identify eigenvalues and eigenvectors:
C = UAUT,

where C is the covariance matrix, U contains eigenvectors (EOFs), and A is a diagonal matrix of
eigenvalues.

4. The eigenvalues represent the variance explained by each EOF, and the eigenvectors provide the
spatial patterns.

5.6.2 Applications of EOF Analysis in Climate Science
EOF analysis is widely used to:

e Identify large-scale patterns such as the El Nino—Southern Oscillation (ENSO) or the North Atlantic
Oscillation (NAO).

e Reduce the dimensionality of climate model output for efficient analysis.

e Explore coupled variability in ocean-atmosphere systems.

The following Python code demonstrates EOF analysis using synthetic climate data.

1 import numpy as np

2 import matplotlib.pyplot as plt

3 from sklearn.decomposition import PCA
4

5 # Simulate spatial -temporal climate data

¢ np.random.seed (42)

7 time = np.arange(l, 121) # 10 years of monthly data

s space = np.linspace(0, 10, 10) # 10 spatial locations

o # Generate synthetic data: trend, seasonality, and noise

11 data = np.array([56 * np.sin(2 * np.pi * time / 12) + 0.5 * spacel[i] +

2 np.random.normal (scale=0.5, size=len(time)) for i in
range (len(space))])

ta # Center the data by removing the spatial mean
15 data_centered = data - np.mean(data, axis=1, keepdims=True)

7 # Perform EOF analysis wusing PCA

s pca = PCA(n_components=3) # Compute the first 3 EOFs

lo pcs = pca.fit_transform(data_centered.T) # Principal Components (time series)
bo eofs = pca.components_ # EOFs (spatial patterns)

1
2 # Variance ezxzplained by each EOF
3 variance_explained = pca.explained_variance_ratio_

6 plt.figure(figsize=(12, 6))

2]
ps # Plot the first EOF and PC
b7 plt.subplot(2, 1, 1)

2]

& plt.plot(eofs[0], label= )
9 plt.xlabel( )

50 plt.ylabel( )

;1 plt.title( )

52 plt.legend ()
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4 plt.subplot (2, 1, 2)

;5 plt.plot(pcs[:, 0], label= )
56 plt.xlabel( )

;7 plt.ylabel( )

s plt.title( )

5o plt.legend ()
0 plt.tight_layout ()
i1 plt.show()

i3 print( , variance_explained[0])

Explanation:

e Synthetic climate data combines spatial and temporal patterns with noise.
e The data is centered by removing the mean at each spatial location.
e PCA is applied to extract EOFs (spatial patterns) and PCs (temporal patterns).

e The first EOF and PC are visualized, along with the variance explained.

5.6.3 Strengths and Limitations of EOF Analysis
Strengths:

e Reduces the dimensionality of large datasets while preserving dominant patterns.
e Provides interpretable spatial and temporal modes.

e Widely applicable to both observational data and model outputs.
Limitations:

e Assumes linearity and orthogonality of modes, which may not hold for all climate phenomena.
e Sensitive to preprocessing steps, such as detrending or normalizing the data.

e Can mix modes if the data contains closely related variability patterns.

5.7 Time Series Forecasting

Time series forecasting involves predicting future values of a time series based on its historical behavior.
This section focuses on traditional statistical methods for forecasting, such as ARIMA and exponential
smoothing, which are widely used in climate science due to their simplicity and effectiveness.

5.7.1 Forecasting Basics

Forecasting assumes that patterns observed in the past will continue into the future. Key components
used in forecasting include:

e Trend: Long-term increase or decrease in the data.

e Seasonality: Regular, repeating patterns over fixed intervals.

e Autocorrelation: Relationship between current and past values.

Traditional methods, such as exponential smoothing and ARIMA, explicitly model these components to
make predictions.
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5.7.2 Exponential Smoothing

Exponential smoothing is a forecasting technique that uses weighted averages of past observations, with
more weight given to recent values. Variants include:

e Simple Exponential Smoothing: Suitable for data with no trend or seasonality.

e Holt’s Linear Trend Method: Handles data with trends.

e Holt-Winters Method: Accommodates both trend and seasonality.

Holt-Winters Method: The Holt-Winters method predicts future values using three components:
level (L;), trend (T3), and seasonality (S;):

Lt = + (1 — a)(Lt_l + Tt—l),

t—m

T, =pB(Ly — Li—q) + (1 — B)Ti—q,
Y,
Sy = Vf + (1 =9)St—m,
t

where m is the seasonal period, and «, 3, are smoothing parameters.

5.7.3 Autoregressive Integrated Moving Average (ARIMA)

ARIMA is a flexible forecasting method that models the autocorrelations within a time series. It consists
of three components:
e Autoregressive (AR): Models the relationship between an observation and its lagged values.
e Integrated (I): Differencing the data to achieve stationarity.
e Moving Average (MA): Models the relationship between an observation and lagged forecast
errors.

An ARIMA model is specified as ARIM A(p, d, q), where:

e p: Number of lagged observations in the AR term.
e d: Degree of differencing.

e ¢: Number of lagged forecast errors in the MA term.

The following example demonstrates exponential smoothing and ARIMA forecasting on synthetic climate
data.

I import numpy as np
2 import pandas as pd
import matplotlib.pyplot as plt
i from statsmodels.tsa.holtwinters import ExponentialSmoothing
from statsmodels.tsa.arima.model import ARIMA

7 # Simulate monthly temperature data with trend and seasonality
¢ mnp.random.seed (42)

o time = np.arange(l, 121) # 10 years of monthly data

o trend = 0.1 * time

11 seasonality = 5 * np.sin(2 * np.pi * time / 12)

> mnoise = np.random.normal(scale=1, size=len(time))

13 temperature = trend + seasonality + noise

5 # Create a DataFrame
¢ dates = pd.date_range(start= , periods=len(time), freq= )
17 temperature_df = pd.DataFrame ({ : dates, : temperaturel)
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s temperature_df.set_index( , inplace=True)

o # Holt-Winters Ezponential Smoothing

I hw_model = ExponentialSmoothing(temperature_df[ 1,
P2 trend= s

P seasonal= )

ba seasonal_periods=12)

b5 hw_fit = hw_model.fit ()

b6 hw_forecast = hw_fit.forecast(steps=12)

8 # ARIMA

) arima_model = ARIMA(temperature_df[ ], order=(2, 1, 2))
50 arima_fit = arima_model.fit ()

31 arima_forecast = arima_fit.forecast(steps=12)

3: # Plot Original and Forecasts
4 plt.figure(figsize=(12, 6))

55 plt.plot(temperature_df [ 1, labels= , color= )
56 plt.plot(hw_forecast, label= , color= )

7 plt.plot(arima_forecast, label= , color= )

;s plt.xlabel( )

5o plt.ylabel( )

0 plt.title( )

11 plt.legend ()
2 plt.show()

Explanation:

e The Holt-Winters method models the trend and seasonality explicitly.
e ARIMA accounts for the autocorrelations in the data using lag terms.

e Both methods forecast the next 12 months, and the results are plotted alongside the original series.

5.7.4 Applications in Climate Informatics
Traditional forecasting methods are widely applied in climate science:

e Forecasting seasonal precipitation or temperature anomalies.
e Predicting river discharge or reservoir levels based on historical trends.
e Assessing short-term climate variability for disaster preparedness.

These methods provide robust, interpretable forecasts that serve as the foundation for many climate
analysis and decision-making processes.

5.8 Multivariate Time Series Analysis

Multivariate time series analysis extends the concepts of univariate analysis to datasets with multiple
variables evolving over time. These methods are particularly useful in climate science, where variables
such as temperature, precipitation, and wind speed often interact in complex ways.

5.8.1 Theoretical Foundations of Multivariate Time Series Analysis

Multivariate Time Series Representation: A multivariate time series consists of observations of
multiple variables over time:
T
Xt = [xt,lv T2y .- 7$t,p] 9

where p is the number of variables and X; is the vector of observations at time ¢.

Key Challenges:
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e Understanding dependencies between variables (e.g., lagged relationships).
e Identifying shared trends or seasonality across variables.

e Modeling interactions and feedback mechanisms.

5.8.1.a Cross-Correlation Function (CCF)

The cross-correlation function quantifies the relationship between two time series at different lags:

COF(h) = Cov(Ttih,1, T1,2) ,
V/Var(zy1) - Var(z2)

where h is the lag.

5.8.1.b Vector Autoregression (VAR)

The Vector Autoregression (VAR) model generalizes the autoregressive (AR) model to multivariate
time series. A VAR(p) model for a p-dimensional time series is defined as:

Xt - AlX_t,I + AQXt,Q + ...+ Apthp + €t,

where:

e A, are coefficient matrices.

e ¢; is the error term (assumed to be white noise).
Advantages of VAR:

e Captures lagged relationships between multiple variables.

e Simple structure with interpretable parameters.

5.8.1.c Granger Causality

Granger causality tests whether one time series provides statistically significant information about an-
other. A time series x; ”Granger-causes” x5 if past values of 1 improve the prediction of zo beyond the
information contained in the past values of x5 alone.

The following Python code demonstrates cross-correlation, VAR modeling, and Granger causality anal-
sis on synthetic climate data.

I import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

i from statsmodels.tsa.api import VAR

5 from statsmodels.tsa.stattools import ccf, grangercausalitytests

w o w

7 # Simulate multivariate climate data (temperature and precipitation)
& mnp.random.seed (42)
9 time = np.arange(1l, 121) # 10 years of monthly data

lo temperature = 20 + 0.1 * time + 5 * np.sin(2 * np.pi * time / 12) +
np.random.normal (scale=1, size=len(time))
11 precipitation = 50 + 2 * np.cos(2 * np.pi * time / 12) + 0.5 * temperature +

np.random.normal (scale=1.5, size=len(time))

13 # Create a DataFrame

L+ dates = pd.date_range(start= , periods=len(time), freq= )

15 data = pd.DataFrame ({ : temperature, : precipitation},
index=dates)
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7 # Cross-Correlation Function
1= ccf_values = ccf(datal 1, datal iD)

bo plt.figure(figsize=(8, 4))

b1 plt.stem(range(-10, 11), ccf_values[:21], basefmt= , use_line_collection=True)
b2 plt.title( )

bs  plt.xlabel( )

bs  plt.ylabel( )

b5 plt.show ()

b7 # Vector Autoregression (VAR)

bs model = VAR(data)

bo results = model.fit(2) # Fit a VAR(2) model
50 print( , results.params)

[

# Granger Causality Test
3. granger_results = grangercausalitytests(datall s 171,
maxlag=2, verbose=True)

Explanation:
e The synthetic data simulates temperature and precipitation with shared seasonality and lagged
dependencies.

e The cross-correlation function identifies correlations at different lags between temperature and
precipitation.

e The VAR model captures relationships between the two variables and predicts their evolution.

e The Granger causality test evaluates whether one variable provides predictive information about
the other.

5.8.2 Applications of Multivariate Time Series Analysis in Climate Science

Multivariate methods are widely used in climate informatics to:
e Analyze the coupling between atmospheric and oceanic variables (e.g., ENSO and sea surface
temperature).
e Model interactions between temperature, precipitation, and wind speed.

e Study teleconnections and spatial climate variability using global datasets.
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